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Preface

This book contains outstanding research papers as the proceedings of the 3rd Interna-
tional Conference on Communication and Intelligent Systems (ICCIS 2021), which
was held on 18–19 December 2021 at National Institute of Technology Delhi,
India, under the technical sponsorship of the Soft Computing Research Society,
India. The conference is conceived as a platform for disseminating and exchanging
ideas, concepts, and results of researchers from academia and industry to develop
a comprehensive understanding of the challenges of the advancements of intelli-
gence in computational viewpoints. This book will help in strengthening congenial
networking between academia and industry. This book presents novel contributions
in areas of communication and intelligent systems, and it serves as reference mate-
rial for advanced research. The topics covered are intelligent system: algorithms and
applications, intelligent data analytics and computing, informatics and applications,
and communication and control systems.

ICCIS 2021 received a significant number of technical contributed articles from
distinguished participants from home and abroad. ICCIS 2021 received 476 research
submissions from 43 different countries, viz. Australia, Bahrain, Bangladesh, Brazil,
Bulgaria, Burkina Faso, Chile, China, Ecuador, Egypt, Ethiopia, Finland, Germany,
India, Iran, Iraq, Italy, Japan, Liberia, Malaysia, Mauritius, Morocco, Nepal, Oman,
Poland, Portugal, Romania, Russia, SaudiArabia, Serbia, Singapore, Slovakia, South
Africa, South Korea, Sri Lanka, Thailand, Turkey, Ukraine, United Arab Emirates,
UK, USA, Viet Nam, and Yemen. After a very stringent peer-reviewing process, only
92 high-quality papers were finally accepted for presentation and final proceedings.

This book presents novel contributions in areas of communication and intelligent
systems, and it serves as reference material for advanced research.

Kota, India
New Delhi, India
Singapore
Jabalpur, India

Harish Sharma
Vivek Shrivastava

Lipo Wang
Kusum Kumari Bharti
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A Design of Frequency Encoded
Dibit-Based Inhibitor Logic Using
Reflective Semiconductor Optical
Amplifier with Simulative Verification

Surajit Bosu and Baibaswata Bhattacharjee

Abstract Optical signal communication and computation are very popular these
days. Therefore, optical-based different logic gates, combinational circuits, devices,
etc. are developed by scientists. In this article, the design of all-optical frequency-
encoded inhibitor logic is devised using dibit-based logic, reflective semiconductor
optical amplifier (RSOA), and add/drop multiplexer (ADM). This proposed design
can perform at ultra-high speed with low noise because of the property of RSOA.
The devised design decreases the probability of bit error by blocking the false dibit
inputs with the help of debit-checking units. The benefit of the frequency encoding
scheme is that the frequency-encoded signal propagates in long range because the
frequency is constant in the case of reflection, refraction, absorption, etc. MATLAB
(2018a) software has been used to simulate the devised design, and simulated outputs
accurately verify the truth table of the inhibitor logic.

Keywords Optical communication · Reflective semiconductor optical amplifier ·
Inhibitor logic · Frequency encoding · Dibit-based logic

1 Introduction

Photon has important properties like a high degree of parallelism, high storage capac-
ity, although it has high speed aswell as low noise. Based on these properties, photons
may bear a great advantage in the field of computation and data processing. For data
transmission, the encoding of signal data is very necessary. Therefore, a number of
encoding processes based on intensity [1], polarization [2, 3], phase [4, 5], hybrid [6],
spatial [7, 8], frequency [9–13], etc. are developed for optical communication. Fre-
quency encoding is very popular with respect to other encoding processes because
the frequency is invariant in the case of reflection, refraction, absorption, etc. So, it
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Table 1 Proposed inhibitor logic truth table

Dibit input Dibit output

A′ A′′ Logic
state

B ′ B ′′ Logic
state

Y ′ Y ′′ Logic
state

ν1 ν2 0 ν1 ν2 0 ν1 ν2 0

ν1 ν2 0 ν2 ν1 1 ν2 ν1 1

ν2 ν1 1 ν1 ν2 0 ν1 ν2 0

ν2 ν1 1 ν2 ν1 1 ν1 ν2 0

maintains its property throughout the transmission of data and thereby decreases the
probability of bit error problem [14]. In frequency encoding, two distinct digital logic
states (‘0’ and ‘1’) are represented by two distinct frequencies like as ν1 (for ‘0’)
and ν2 (for ‘1’). Mukhopadhyay [15] first proposed the dibit-based representation
scheme. According to this scheme, two consecutive bit positions are taken to defined
a bit. The digital logic states ‘0’ and ‘1’ are indicated by 〈0〉 〈1〉 and 〈1〉 〈0〉, respec-
tively. In frequency encoding, digital logic states ‘0’ and ‘1’ are indicated by 〈ν1〉 〈ν2〉
and 〈ν2〉 〈ν1〉. If a NOT circuit is connected to one input terminal (say, A) of two-input
AND gate, the system acts as an inhibitor or anti-coincidence circuit. The truth table
of a two-input inhibitor circuit is given in Table1. Ghosh et al. [16] have introduced a
wavelength-encoded inhibitor logic operation using nonlinear material (NLM) with
a phase conjugation system (PCS). High-intensity light beams are needed to operate
and also it is tough enough to sustain the state of phase and intensity of the beams. In
this communication, a design of the frequency-encoded inhibitor logic using dibit-
based logic, ADM, and RSOA is devised. This design gives real-time operation and
consumes low power because of RSOA [17, 18]. This design also decreases the bit
error problems in long-range transmission due to frequency encoding. Dibit concept
ensures a high degree of parallelism [16, 19]. Besides all of these, MATLAB (2018a)
software has been used to simulate the devised design.

The remaining part is organized as the following: Sect. 2 describes the working
function of RSOA and ADM. Section3 introduces the operational scheme of the
inhibitor logic design in detail. Section4 provides the simulation of devised design.
Results and discussion are given in Sect. 5. In Sect. 6, a conclusion of this work is
given.

2 Operational Principle of RSOA and ADM

In this section, the basic components of frequency-encoded inhibitor logic are
explained. So, the working principle of ADM and RSOA is discussed.

An anti-reflecting (AR) coating and a highly reflecting coating (HR) are placed
in the two facets of the RSOA [19, 20]. RSOA has a high gain with low noise. It is
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Fig. 1 Schematic diagram
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popular in a passive optical network (PON) [17]. When a probe (weak) input signal
and pump (strong) signal are injected into RSOA, then probe frequency with strong
power is obtained at the output terminal. In the range of 5–20 dBm, saturation power
may be used to operate the RSOA in the proposed design [9, 21]. Figure1 represents
RSOA’s schematic diagram. Here, the dotted line and solid line represent the probe
and pump signals, respectively.

ADM is very popular as a frequency routing device.When same frequency signals
are introduced at the bias and input port, then ADM reflects the input signal to the
drop port. But when two signals with different frequency are introduced in the ADM
as input and biasing signal, then ADM selects the input signal at the output and no
signal at the drop port [19]. It is given in Fig. 2.

3 Proposed Scheme of Operation of Inhibitor Logic

In the introduction section, we explained the dibit-based logic system. In this section,
the proposed scheme of inhibitor logic operation is introduced. Since this design
is frequency encoded, so the dibit logic 〈0〉 〈1〉 and 〈1〉 〈0〉 represent in terms of
frequency as 〈ν1〉 〈ν2〉 and 〈ν2〉 〈ν1〉. The operational scheme of the proposed inhibitor
logic device is elucidated in the following illustration. A schematic diagram of this
design is given in Fig. 3. Here, four cases are described to explain the operation of
the devised design which are as follows.
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Case-1: In this case, RSOA-2 and RSOA-1 have the probe signals of frequency
ν1, so the outputs are ν1. Since the biasing and input frequencies are ν1, so ADM-3
reflects the input frequency, ν1. This reflected frequency, ν1, works as a pump signal
of RSOA-3 and also the frequency ν1 works as a probe signal. As a result, RSOA-3
yields frequency ν1 at the output. Therefore, one part of this frequency ν1 is obtained
at the terminal Y ′ and another part applied as the input signal of ADM-4. Since ν2 is
the bias signal of ADM-4, then ν1 is selected byADM-4. This frequency, ν1, works as
a pump signal of RSOA-4, and frequency, ν2, is the probe signal, so the output is ν2.
RSOA-5 is not working because missing of the pump signal. Therefore, frequency,
ν2, is obtained at the output terminal, Y ′′. The dibit output is 〈ν1〉 〈ν2〉, i.e., 〈0〉 〈1〉,
digitally it shows ‘0’ logic state.

Case-2: ν1 and ν2 frequency-encoded signals are applied to the input of RSOA-
1 and RSOA-2, respectively, so at the output, ν1 and ν2 frequencies are obtained,
respectively. As the biasing frequency of ADM-3 is ν1, so input frequency ν2 is
selected by the ADM-3. Therefore, frequency ν2 reaches the output Y ′. This signal
acts as the input signal of ADM-4, and its biasing signal is frequency ν2, so ADM-4
reflects the input signal of frequency, ν2, to the pump signal port of RSOA-5. At the
output Y ′′, ν1 is obtained because ν1 is probe signal of RSOA-5, and RSOA-4 is not
working because missing of pump signal. So, the dibit output is 〈ν2〉 〈ν1〉, i.e., 〈1〉
〈0〉 which indicates the digital logic state ‘1’.

Case-3: In this instance, RSOA-2 and RSOA-1 have the probe signals of ν1 and
ν2, so the outputs are ν1 and ν2, respectively. This two frequencies work as input and
biasing signal of ADM-3 which selects the frequency ν1. Therefore, one part of this
frequency ν1 is obtained at the terminal Y ′ and another part inserted to the input of
ADM-4. Since ν2 is the biasing signal of ADM-4, then input signal ν1 is selected
by ADM-4. This frequency, ν1, works as a pump signal of RSOA-4, and frequency,
ν2, is the probe signal, so the output is ν2. RSOA-5 is not working because of the
missing of pump signal. So, the frequency, ν2, is obtained at the output terminal, Y ′′.
The dibit output is 〈ν1〉 〈ν2〉, i.e., 〈0〉 〈1〉, digitally it shows ‘0’ logic state.

Case-4: In this instance, RSOA-2 and RSOA-1 have the probe signals of ν2, so
the outputs are ν2. The input and biasing signals are of frequency ν2, so ADM-3
reflects the frequency ν2. This reflected signal ν2 works as a pump signal of RSOA-
3, and the frequency ν1 works as a probe signal that yields frequency ν1 at the output.
Therefore, one part of this frequency ν1 is obtained at the terminal Y ′ and another
part injected into the input of ADM-4. Since ν2 is the biasing frequency of ADM-4,
then ν1 frequency is selected by ADM-4. This frequency, ν1, works as a pump signal
of RSOA-4, and frequency, ν2, is the probe signal, so the output is ν2. RSOA-5 is not
working because of the missing of pump signal. So, the frequency, ν2, is obtained
at the output port, Y ′′. The dibit output is 〈ν1〉 〈ν2〉, i.e., 〈0〉 〈1〉, that represents ‘0’
logic state. Table1 represents the inhibitor logic’s Truth table.



6 S. Bosu and B. Bhattacharjee

4 Simulation of Proposed Inhibitor Logic

In the previous section, the operational scheme of the proposed design is logically
explained. In this section, we discussed the simulation of the proposed inhibitor
logic using MATLAB (R2018a) software. With the help of MATLAB language,
programming is done for RSOAandADM.Here, two different frequencies, ν1=193.5
THz (Wavelength=1550nm) and ν2=194.1 THz (Wavelength=1545nm), are taken
to perform the simulation. In Figs. 4a, b, and 5, dibit input and output signals are
delineated. According to Truth Table1, 〈193.5〉 〈194.1〉, and 〈193.5〉 〈194.1〉, dibit
signals are applied in the design for 50 ps to the dibit input (A′and A′′) and input
(B ′andB ′′) terminal, respectively, and after the simulation, 〈193.5〉 〈194.1〉 obtains
as dibit output Y ′ and Y ′′ respectively. Dibits, 〈193.5〉 〈194.1〉, 〈194.1〉 〈193.5〉 are
applied to the inputs (A′and A′′), and (B ′andB ′′) terminal respectively then 〈194.1〉
〈193.5〉 obtained at the dibit output terminals. Similar way, simulated outcomes of
this design are tabulated in Table2.

5 Results and Discussion

In the previous section, a simulation of the devised design is done. Therefore, the
outcome of the simulation is analyzed and discussed in this section.When the devised
design is simulated according to the input signals of Truth Table1, then dibit output
signal waveforms are yielded. The output dibit signal waveforms are given in Fig. 5.

In first 50 ps, we applied ν1, ν2 in A and ν1, ν2 in B that indicates A = 0, B = 0.
After simulation with these data, we obtained Y ′ = ν1, Y ′′ = ν2 that indicate Y = 0.
In 50–100 ps, we applied ν1, ν2 in A, ν2, ν1 in B that indicate A = 0, B = 1. After
simulation with these data, we obtained Y ′ = ν2, Y ′′ = ν1 that indicate Y = 1. In 100–
150 ps, we applied ν2, ν1 in A, ν1, ν2 in B that indicate A = 1, B = 0. After simulation
with these data, we obtained Y ′ = ν1, Y ′′ = ν2 that indicate Y = 0. In 150–200 ps,
we applied ν2, ν1 in A, ν2, ν1 in B that indicate A = 1, B = 1. After simulation with
these data, we obtained Y ′ = ν1, Y ′′ = ν2 that indicate Y = 0. After the verification
of the simulation results (Table2) and truth table (Table1), it is interpreted that the
proposed design works accurately. A comparative study with previous work is given
in Table3.

6 Conclusion

Adesign of all-optical frequency-encoded dibit-based inhibitor logic operation using
RSOA and ADM is proposed here. To minimize the loss, one can be carefully select
the optical components. This design can be fabricated in photonic band gap (Pbg)
where RSOA can be combined with Pbg. MATLAB (R2018a) software is used to
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Fig. 4 a Dibit input (A′and A′′) waveforms. b Dibit input (B ′andB ′′) waveforms
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Fig. 5 Dibit output waveforms of proposed inhibitor logic

Table 2 Simulation results of the proposed design (THz frequencies are taken here)

Dibit input Dibit output

Signal (A) Signal (B) Signal (Y )

Time A′ A′′ B ′ B ′′ Y ′ Y ′′

0–50 ps 193.5 194.1 193.5 194.1 193.5 194.1

51–100 ps 193.5 194.1 194.1 193.5 194.1 193.5

101–150 ps 194.1 193.5 193.5 194.1 193.5 194.1

151–200 ps 194.1 193.5 194.1 193.5 193.5 194.1

simulate the devised design. In this design, frequency encoding decreases the prob-
ability of bit error problem. Another advantage is that false dibit logic cannot be
injected into the device due to the dibit-checking units. This design performs at
ultra-high speed with low noise. A high degree of parallelism can be expected from
dibit-based concept. Using this device, we intend to design Feynman gate, Fredkin
gate, adder, subtractor, etc. in the future.
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Table 3 Comparison with previous work

Operating factor Proposed design Ref.[16]

Wavelength 1536–1570nm Independent

Biasing current 120 mA No need

Pump signal power 4–8 dBm Not given

Probe signal power −4 to −8 dBm No need

Temperature Dependent Independent

Phase Independent Dependent

Bandwidth (BW) Produces narrow channel
spaced devices

Narrow

Tuneability Medium Low

Logic used Dibit-based Dibit-based

Encoding of data signal Frequency wavelength/frequency
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Ocean Surface Pollution Detection:
Applicability Analysis of V-Net with Data
Augmentation for Oil Spill and Other
Related Ocean Surface Feature
Monitoring

Naishadh Mehta, Pooja Shah, Pranshav Gajjar, and Vijay Ukani

Abstract Oil spills are considered to be one of the biggest obstacles to marine and
coastal environments. Effective surveillance, ship detection, and accurate oil spill
detection are crucial for the relevant agencies to respond adequately and minimize
environmental emissions and avoid further disruption. Satellites deployed for cap-
turing the data have led to the ingestion of huge amounts of remote sensing data to
systems but to analyze that data via human effort is a tedious and extensive task.
Hence, modern literature suggests the use of machine learning in paradigms such
as image segmentation, image recognition, object detection as a substitute for tra-
ditional techniques. This research applies the contemporary deep Learning methods
over the dataset available from the European Space Agency (ESA). The paper pro-
poses the use of the volumetric convolution net (V-Net) architecture in addition to
image augmentation methods like horizontal flipping, vertical flipping, and image
rotation. The proposed computational pipeline resulted in a net Mean IOU of 88.29
and an accuracy of 90.65%.

Keywords Marine pollution · Remote sensing · Oil spill detection · SAR · V-Net
1 Introduction

Marine pollution occurs when chemicals, industrial, and domestic waste or invasive
organisms enter oceanic bodies. Statistics estimate that 3.2 million tons of oil per
year are released from all sources into the environment [27], threatening oceanic life.
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During cleaning activities, oil contamination in the world’s oceans is mostly caused
by operational discharges from sea vessels, viz., ships, tankers, etc. These discharge
amount to about 2 million tons of oil per year and are equivalent to the tragedy of
one full tanker per week [12]. As seen recently in Mumbai [1], where 79 thousand
liter spill is causing havoc, and Sri Lanka [22], which is bracing for an unpropitious
disaster, oil spills have set off to be a major hindrance. A significant pollution factor
is also land-based sources, such as urban waste and industrial discharges, which
surround the ocean through rivers.

The challenge of oil spill detection and classification aims for retrieving signif-
icantly desired information that aids the grass-root officials on coastal relief zones
to mitigate related problems with better efficiency. Ship detection provides ancillary
information to aid spill classification.

Presently, marine pollution monitoring is done using data captured by synthetic
aperture radar (SAR) [9]. SAR is an all-weather, day, and night sensor with sig-
nificantly good spatial resolution and large coverage [8, 14]. Oil dampens ripple
waves under wind conditions from 2.5–3 m/s to 10–12 m/s and forms a flat coating
on the surface, which in turn appears as dark spots on the lighter water surface on
radar images [2]. This is due to the Bragg scattering effect [3] where the oil on the
sea surface appears to be darker than the rest of the sea. So if narrowed down, the
problem of oil spill detection is the detection of dark spot, feature extraction, and
classifying it as a spill or Look-alikes [3]. This problem of oceanography can be put
up as a classification problem to detect and classify elements labeled as the clean sea,
oil spill, look-alikes, ship, and land. Table1 mentions the state-of-the-art research
contributions.

In terms of type and scale, oil slicks appear to show extreme diversity. Deep
learning methods should be used to take into account the physical features of the
oil slicks and their dispersion, so that geometric characteristics such as form, scale
can be tested and replaced effectively with crafted characteristics. Taking this fact
into account, semantic segmentation models could be used as robust alternatives to
remove the rich knowledge content from SAR images, along with the presence of
multi-class instances [17].

The current state of research calls out for use of established deep learningmethods
to improve classification accuracy. The promising advancement in the domain of deep
learning motivates researchers toward utilizing various deep learning models. On the
other hand, there is a data crunch when you talk of a very specific typical application
that needs typical ocean surface data. This motivated the research to bridge the
gap between the available deep learning solutions and the much-needed application
demands of oil spill detection through satellite data. In this work, the deep learning
algorithm that is established for medical science applications is brought into play in
context to features that are similar in characteristics (like pancreatic cancer) with a
spill in satellite images that are examined [11].

The main objective of the paper is presented in Fig. 1. We aim to explore the
applicability of the volumetric network which is a CNN used for 3D medical image
classification [24]. A comparative study of other dominant models, viz., U-Net [17]
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Table 1 Previous research work done

Author Research highlight

Fiscella et al. [8] Probabilistic approach in which the
photographs processed are matched to identify
models and then categorize them like an oil
spill or look-alikes

Espedal [7] Presented a strategy for enhancing the
recognition of oil spills by providing details on
wind history and an approximation of their
time of life

Topouzelis and Psyllos [37] For productive feature collection for oil spill
classification, a decision tree forest was
deployed

Del Frate et al. [6] Introducing neural networks in the field of oil
spill detection. Here to approximately related
names, pre-determined features from SAR
images were fed to the network

Authors of [5] [36] [30] For the feature extraction process, a neural
network was used to enrich the internal
representations of the input

Song et al. [33] To train a wavelet neural network, which
categorizes black spots captured in SAR
images into oil spills and unspoiled water
areas, they used handcrafted features

Stathakis et al. [34] To differentiate oil spills from look-alikes, a
shallow neural network was developed,
focusing on a solution in terms of
computational cost and accuracy of detection

Challenges:

Low Image Quality
Classify Look alike and Oil 
spills Lack of sufficient data

Data Pre-Processing 

Training and
Classification

Performing data augmentation by quadrupling
a set of preprocessed images

Training and processing the images by using a
V-Net architecture for ship detection using
SAR data

Addressed
Using 

Fig. 1 Objective of the study

and other comparative architectures is also provided to confirm the usability ofV-Net.
The contribution of the study can be summarized as:

• Usability and analysis of V-Net for ocean surface feature like oil spills, look-alikes,
ship, land and ocean surface detection from SAR data.

• Applying data augmentation variations, namely vertical flip, horizontal flip, and
random rotation.

• Performance comparison with other dominant models
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Roadmap of Paper

Section:1    Introduction

Section:2   Related Work 

Section:3   Experimental Methodology 

Section:4  Result Analysis & Discussion

Section:5  Conclusion & Future Work

Fig. 2 Roadmap of the paper

• Presenting performance evaluation in terms of accuracy, Dice coefficient, and
Mean IoU.

The roadmap of the paper is as shown in Fig. 2.

2 Related Work

Object detection is an active subject in computer vision and has witnessed momen-
tous upgrading a few times. With the rising of self-sufficient vehicles, smart video
surveillance, facial detection, ship detection, and many more other applications have
exceptionally increased the use of object detection techniques.However, object detec-
tion still poses major challenges such as an unknown number of instances, unequal
size of images, unknown dimensions of the model output, to name a few [21]. The
object detection task consists of feature extraction and classification. Considering
feature extraction method ship detection can be divided into two groups, namely
handcrafted feature and machine learning feature [26]. Handcrafted ship detection
feature techniques are based on form, edge, and texture characteristics, but the hand-
crafted extraction technique has low rationalization ability [26]. To overcome the
shortfalls of handcrafted feature extraction, machine learning is trending as a befit-
ting approach for ship detection. Solberg et al. [32] to distinguish SAR signatures
between oil spills and look-alikes, this automated system relies on this three-phase
method. In this case, the classifier must be granted prior knowledge of the likelihood
of the occurrence of oil spills.

Liu et al. [20] have applied techniques like image thresholding, color/texture
intolerance, create a histogram of oriented gradient, and support vector machines on
optical remote sensing data. In deep learning, they have proposed techniques like
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Table 2 Literature review summary

Approach Dataset Result

Singleshot multibox detector
[21]

Self-collected data via Google
earth

Mean average precision (mAP)
of 87.3%

Thresholding-guided
maximally stable extremal
regions (TGMSERs) algorithm
[39]

Radarsat-1 0.51–50.82% false alarm rate

Singleshot multibox detector
[26]

Self-collected data via Google
earth

87.9 % Average precision (AP)

Convolutional neural network
[13]

Dataset from Google earth 95% Accuracy

Classifier based on Xception
and U-Net model ResNet-18
as encoder [20]

Airbus ship detection
challenge

84.78% accuracy

Decision fusion algorithm [38] GF-1 WFV oil spill image 78.79 % F1-score

R-CNN [15] COCO image dataset Not mentioned

CapsNet [28] 22-Sentinel-1 and 3 Radarsat-2 91.03% accuracy

Xception NC + l2 + kNN [10] MASATI dataset 94.69% F1-score

Generative adversarial network
[18]

Gaofen-3 dataset 97.5% accuracy

convolutional Neural network (CNN) optimization, VGG-16, Xception, Inception,
ResNet [20]. They have proposed another approach on Airbus dataset of 200,000
labeled optical satellite images of the ship with CNN model with the accuracy of
93.87% Li et.al [18] have applied improved residual condition generative adversarial
network (GAN) for classification of SAR image ship object generation and achieved
an accuracyof successfully classify cargo as 97.5%.A tabular depictionof themodern
literature is mentioned bellow.

Table2 gives us a thorough understanding of the deep learning architectures
present throughout the modern literature, and this further enhances the novelty of
V-Nets, augmentative approaches, and the proposed methodologies in this domain.

3 Fundamental Methodology

The fundamental methodology is presented in Fig. 3. This section focuses on por-
traying the significance of each phase of the fundamental methodology.

In this proposed research work first, we select the dataset which contains satellite
images with five classes termed ships, look-alikes, oil spills, ocean surface, and land.
After that, we preprocess the dataset as per our practical requirements followed by
the selection of an appropriate segmentation model. Then, we had split the dataset in
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Fig. 3 Fundamental
methodology

terms of training and testing data as per the standard procedure. In the next step, we
have trained the V-Net model on the training data, and to measure the performance of
our applied model, we test the model on training data and measure its performance
using different performance measures.

3.1 Data Selection

The dataset used for the research work is a collection of aerial SAR images of oil
contaminated maritime regions acquired using the European Space Agency (ESA)
database, the Copernicus Open Access Hub. The European Maritime Safety Agency
(EMSA) released information on the spatial location of the pollution incident as
well as timestamps when it occurred via the CleanSeaNet administrator. Oil pollu-
tion records cover the time period from September 28, 2015 to October 31, 2017,
when Sentinel-1 European Satellite Mission captured SAR images. The collection
comprises 1112 images divided into five categories: oil spills, look-alikes, ships,
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Table 3 Ground label description

Color code Denotes

Black Ocean surface

Cyan Oil spills

Red Look-alikes

Brown Ship

Green Land

land, and ocean surface. For each ocean attribute, specific RGB colors have been
assigned. As a result, each case is colored by the described class, resulting in ground
truth pictures that signify for each unique image. The coverings are normally useful
for the depiction of data after conducting semantically division; nevertheless, for
the development and assessment method, 1D target markings can be used instead of
RGB esteems [23]. The dataset is separated into two subgroups: training and testing.
Training contains 90% of the photographic images (i.e., 1002 photographs), while
testing contains 10% of the photographic images (i.e., 110 pictures) [17].

The dataset used for the research purpose consisted of five classes, and each class
has been shaded by a specific color.

3.2 Data Preprocessing

A preprocessed dataset [17] is used having the following features:

1. Every recognized oil slick was defined by an EMSA statement.
2. A district holding substantial data or other extraneous data was clipped from the

initial SAR images and downsized to the desired size of 1250×650 pixels.
3. To resize the image in a target size of 1250×650 pixels, a planewith a comparable

radiometric orientation was employed.
4. To eliminate the noise sensor in the picture, a specular filtration was applied,

accompanied by a window median filter of 7×7.
5. For the transfer of decibel (dB) to true brightness value, a linear transformation

approach was used.

3.3 Semantic Segmentation Model Selection

Semantic segmentation is the technique of classifying every pixel of an image into
its respective class. In the case of this research work, volumetric neural network
architecture (V-Net) is adopted.
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V-Net is a well-known variation of U-Net recommended byMilletari [24] that was
essentially important for medical image segmentation. However, in healthcare data
such as CT or MRI images, it is a difficult task to convey specific and sensitive data
about the contours and amounts of various organs. Automatic demarcation of organ
and visualization of organ anatomy are required to undertake tasks such as visual
augmentation, computer-assisted diagnosis, procedures, and separation of quantita-
tive quantifiable indicators from pictures [24]. V-Net is also used to classify neuron
pictures that have distortion and low voxel luminosity [19]. Cell experts utilized V-
Nets to extract features and identify tiny entities in 3D pictures with a classification
accuracy of 73% utilizing border and boundaries labels [4]. A conventional 3D data
gathering consists of a set of 2D sliced pictures recorded by a CT, MRI, or micro-CT
scanner [25]. Efforts have been made to semantically section the pancreas in com-
puted tomography photographs for sensing tumors, infectious diseases, and other
concussions, but due to variations of shape of the organ and small biomolecules,
as well as low-resolution image formation, computed tomography did not provide
precise findings, so V-Nets are used [25].

As discussed earlier, that V-Net is mainly applicable in semantic segmentation
on medical image diagnosis but as that, we are going to apply V-Net for semantic
segmentation from SAR images. SAR images also have a spectral resolution which
is very low, and SAR images detect objects with the materials and geometry of
the object itself [10]. So, we can say that medical imaging and satellite data for
oceanic applications are having similar feature dimensionality, and small objects
and/or boundaries are difficult to detect. For this purpose of detection, V-Net is
implemented.

The V-Net design is bilateral, with bound connections connecting the encoding
and decoding phases. There are latent connections at each point of theV-Net to ensure
the training of the data generated. V-Net employs entirely linked layers and flatten
procedures to generate equally sized outcome pictures [4]. Both pooling layers used
in the downsampling portion are transformed into upsampling layers. On each layer,
one contract path is built to connect the upsampling and downsampling parts [4].
The visual depiction of the vanilla V-Net infrastructure as proposed in the original
textual literature is provided in the below mentioned Fig. 4. No changes are made to
the architecture, and the same model is used to preserve experimental clarity.

The left portion of the network is a compression path, while the right section
decompresses the signal until its original size is attained, and a residual function is
learned at each level to ensure convergence. The characteristics collected from the
early stages of the left portion of the CNN are transmitted to the right part through
horizontal connections, assisting the right part in giving location information and
resulting in a superior output.
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Fig. 4 V-Net infrastructure diagram [24]

Fig. 5 Data augmentation on images

3.4 Data Augmentation

The paper proposes the use of image augmentation to increase the dataset size, further
increasing the model performance. The suggested approach quadruples the training
set by using horizontally rotating, vertically rotating, and randomized rotation [29].
Arrays of both the ground truth image and the satellite images undergo the same
mathematical changes resulting in an augmented sample (Figs. 5 and 6).
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Fig. 6 Data augmentation on masks

3.5 Experimental Details

Training dataset consists of 1002 images, and testing data consists of 110 images.
Data augmentation is performed on the 1002 images, which are quadrupled. The
dataset, which includes ground truth photographs and masks, has an image size of
320×320. For 600 epochs and two picture samples per batch, the models are trained
using an 80–20 train validation split. V-Nets are trained on enhanced photographs for
600 epochs usingAdamoptimization and a learning rate of 10-̂3. About 4008 pictures
are used for training and 110 for testing in the V-Net with image augmentation. V-
Net has the same image size, number of epochs, learning rate, optimizer, and batch
size. The aforementioned hyper-parameters linked with model training are backed
by experimental superiority. Following the training of our model on training data,
we will test our model on testing data and compare the projected outcomes to the
ground truth labels.

3.6 Performance Evaluation

Model performance and associated hyper-parameters are evaluated by using percent-
age accuracy values and dice coefficient.

Accuracy: Accuracy is defined as the number of correct predictions divided by the
total number of forecasts. [31].

Accuracy → (TP + TN) / (TP + FP + FN + TN) (1)

where the number of true positives, false negatives, false positives, and true negatives
are, respectively, represented by TP, FN, FP, and TN.

Dice Coefficient: Dice coefficient/F1-score in simple words can be described as 2×
area of overlap in both images divided by the total pixels in both the images [35].
Dice coefficient’s value can be between 0 and 1. Here, 1 represents higher similarity
between predicted value and ground truth value. Dice coefficient can be measured
in Eq. 1 as follows:
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DSC → 2|S ∩ R| / |S| + |R| (2)

Here, S is the segmentation result, and R is the ground truth label associated with the
image.

Mean IoU: Intersection overUnion is a performancemetric that is used formeasuring
model performance when we are using semantic segmentation. IoU is defined as the
area covered by overlapping between our model’s expected results and ground truth
segmentation divided by the union of the areas covered by both predicted results
and ground truth. It is mainly between 0 and 1, with 0 indicating no overlap and 1
indicating complete overlap. Mean IoU is used when we have more than 2 classes,
so in this method, we mainly take the IoU of each class and then take the mean of it.

IoU → Area of Overlap/Area of Union (3)

Categorical Cross entropy Loss: Cross entropy is the standard loss function used
especially for classification problems where we have more than two classes in which
a special attribute was allocated to each class [16].

Itwill calculate the averagedifferencebetween the actual andpredictedprobability
distributions for all the classes of the model. The ideal cross entropy value is 0.

The mathematical representation:

L(y, ŷ) → −1/N

(
N∑
i=0

(
yi log

(
ŷi

)))
(4)

In this context, yi j is the probability that event i occurs and the sum of all yi is 1,
meaning that exactly one event may occur. N is the number of classes. The minus
signmeans that the loss becomes smaller as the distributions get similar to each other.

4 Results and Discussion

We have implemented this experimental work on NVIDIA GP 100 GPU with a
different number of epochs. The model performance is measured by using accuracy,
dice coefficients, Mean IoU, and loss. To rectify the model performances, proposed
methodologies are compared to a baseline model following a U-Net architecture.
A standard V-Net achieved an average segmentation accuracy of intended classes
achieved is 90.5%, 2.7402 loss, and a 90.2% Dice coefficient for our testing dataset.
The V-Net trained on the augmented dataset achieved a superior accuracy of 90.65%,
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Table 4 Model results comparison

Model Mean IoU (%) Dice coefficient (%) Accuracy (%)

DeepLabv2 49.27 – –

PSPNet 55.60 – –

LinkNet 64.79 – –

U-Net 65 67.42 64.90

V-Net 85.68 90.20 90.50

V-Net +
augmentation

88.29 90.34 90.65

Bold represents the best performing architecture

loss of 0.69, and a 90.34%Dice coefficient. For additional comparisons, deep learning
architectures from [17] are added to Table4 (Rows 1–3) which are trained on an
identical dataset and comparable training conditions.

The use of V-Nets is deemed successful as an increase of 20.58 Mean IoU is
observed when a standard V-Net is compared to a baseline U-Net. In V-Net models,
the use of data augmentation yielded excellent results, with a mean IoU increase
of 2.71. Because traditional augmentation methods like picture flipping and array
rotation consume far less resources than a deep learning-based solution, the suggested
pipeline made heavy use of them. Mean IOU is considered as the prime implicating
factor of model performance, due to the segmenting nature of the task. V-Net and
augmentation also outperformed the DeepLabv2, PSPNet, and LinkNet architectures
[17] by a substantial mean IoU margin.The proposed methodology gave the best
performance in this comparative study, with a stellar accuracy of 90.65%.

The predicted results of U-Net, V-Net, and V-Net with augmentation on random
input samples and associated ground truth images are depicted in Fig. 7.

5 Conclusion and Future Work

Oil spills have set off to be amajor hindrance tomarine life and oceanic entities among
the ocean surface pollutants. To automate the task of oil spill detection from SAR
imaging, a novel V-Net-based deep learning pipeline-oriented approach is developed
and described under this research work. It further involves mathematical augmenta-
tive implementations on image arrays. There was a threefold increase in the dataset,
which led to a better training set for the V-Net architecture. The proposed method-
ology outperformed the tested baselines; in our case, it is U-Net with a percent Dice
coefficient of 90.34 and percentage accuracy of 90.65, and other architectures like
Deeplabv2, PSPNet, and LinkNets when compared for the mean IoU metric. In the
near future, we are aiming to test generative adversarial network-based augmentative
approaches for ocean-based feature detection and also in finding alternate use cases
for the mentioned methodologies.
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Fig. 7 Results comparison of the proposed architectures and the U-Net baselines with ground truth
images
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Simulation and Investigations of I-shaped
Patch Antenna with Induced SIW
and Slit for S and C Bands Radar
Applications

P. Esther Rani and Saam Prasanth Dheeraj

Abstract Antenna has been a prominent device in the field of radars particularly
in the transmission and receiving of the required electromagnetic waves or signals
at the desired frequency, and hence establishes a predominant technique to track
and identify the clutter in the near or far radar range. This chapter puts froths an
innovative rectangular patch antenna with included substrate-integrated wave guide
structures along with a slit especially for S and C bands application of radars. Low
throughput, narrowband and the dimensions of antenna have been major limitations
at the desired frequency between 2 and 8 GHz when compared with the other bands.
The simulation of the addressed antenna is performed in high-frequency structure
simulator software, where FR4 epoxy of the dielectric constant of 4.3 is used as
the substrate, and an input impedance of 50 Ohms and an electrical length of 90º

are considered using finite element analysis method to achieve enhanced output
parameters while inducing and implanting structures of substrate-integrated wave
guide and slit, respectively. A descent return loss of− 17.08,− 18.25,− 37.05 dB is
realized at frequencies of 3.67, 5.15, 6.19 GHz with an enhanced bandwidth of 630,
530MHz, and 1.52 GHz correspondingly, and making the posited antenna desirable.
Other parameters of design optimization are investigated and delivered in this paper
along with other parameters, understandings, and codicil.

Keywords Bandwidth · High-frequency structure simulator · Return loss ·
Substrate-integrated wave guide · Throughput · Voltage standing wave ratio
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1 Introduction

The advent of radio detection and ranging has announced its importance in no time
as slit has completely shifted the phase of traditional warfare and security to a new
exciting level [1]. Antenna has its eminence in the proposed field of communication
as the entire process is transmitted and received through it.

Usually, a Cassegarian parabolic method is used for the radar communication to
find the clutter but considering the level of difficulty in design and the uncompact
size constraints. Microstrip antennas are widely used [2] obeying the factors of input
impedance, power handling, and mechanical robustness. Another way of approach
for the targeted application is the implementation of the phased arrays [3], taking
the electromagnetic inference into the accountability, it is not well preferred [4].
Major advantage of the S and C bands can be understood from the reference [5] as
these bands lie in the ultra-wideband frequency and hence need not down convert the
received signal andhence saves timeduring the clutter identification.This dissertation
contemplates a slotted I-shaped slotted patch antenna with induced SIW structure
and a slit using FR4 (εr = 4.4) as substrate with the dimensions of 60 mm × 42 mm
× 1.6 mm, and a microstrip transmission line is used as it shows better impedance
characteristics when compared to other similar port realization techniques [6] The
simulated measurements of the transmission lines are as follows 15 mm × 2.5 mm
for length and width of the transmission line, respectively, with the electrical length
(βl = 90°), and the input impedance is considered to be 50 � for proper distribution
of the input power and minimal loss [7]. Identical slots of dimensions 9.6 mm × 14
mm in rectangular shape are etched on the rectangular patch of measurements of 42
mm× 29 mm. An additional slit of width and length 2 mm× 8 mm is removed from
the ground.

Four identical cylindrical vias are induced into the substrate of 0.5 in inner
radius placed 1.6 mm into the substrate from the surface of the patch to sustain
multiple resonating frequencies. The induction of SIW structure also helps in
achieving symmetrical bandwidth tending the loss characteristics to below, attains
high throughput, andhelps in dimension reduction answering the constraints recorded
in references [8–10] along with ease of compacting in PCB process [11]. Enhance-
ment of return loss and bandwidth is mainly addressed in this paper, and the
mentioned understandings and the achieved results are bounded only to these aspects
of gaining better results and documented for further applications.

2 Design Parameters

A multiband resonating antenna is simulated at the frequencies of 3.67, 5.15,
6.19 GHz, and the design of various elements is represented below, and all the
values regarding the dimensions of the antenna are encapsulated in Table 1. Design
equations of the transmission line are shown as the following
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Table 1 Design parameters Variable Dimensions

Length of the substrate (LS) 60

Width of the substrate (WS) 42

Height of the substrate (H) 1.6

Length of the patch (LP) 42

Width of the patch (WP) 29

Length of the identical slots (LI) 9.6

Width of the identical slot (WI) 14

Length of the feedline (LF) 15

Width of the feedline (WF) 2.5

Length of the ground (LG) 60

Width of the ground (WG) 42

Length of the ground slit (LGS) 8

Width of the ground slit (WGS) 2

WF =
(

8eA

e2A − 2

)
H (1)

where

A = Zo

60

(√
εr + 1

2

)
+ εr − 1

εr + 1

[
0.23 + 0.11

εr

]
(2)

B = 377π

2Zo
√

εr
(3)

TheZo represents the input impedanceof the transmission linewhich is considered
to be 50 �. The dielectric constant is shown with the symbol εr. The effective
dielectric constant is needed to be measured to draw the length of the transmission
line.

εeff = εr + 1

2
+ εr + 1

2

√
1 + 10H

WF
(4)

The design formulas for the patch measurements are given by

LP = C

2 f o
√

εr
− 2�L (5)

�L = 0.412H
(εr + o.3)

(
wP
H + O.264

)
(εr − 0.258)

(
WP
H + 0.8

) (6)
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Table 2 Various design
parameters

Symbol Quantity Units (SI)

fo Frequency GHZ

Zo Impedance Ohm

εr Dielectric constant Farad per meter

εeff Effective dielectric constant Farad per meter

C Velocity Meter per second

WP = C

2 f o

√
εr + 1

2
(7)

The length and the width of the rectangular patch are represented in Eqs. (6)
and (7). Here, �L presents the extension of the length on the substrate like the C
represents the velocity of the light and fo corresponds to the centralized frequency
or the resonant frequency. A slit is introduced into the ground, where the ground
has the same dimensions of width and length same as the substrate; the length and
the width of the slot are chosen carefully by understanding the characteristics of the
delivered antenna. But, it is always optimal to use a slot placed horizontally to the
ground plane [12] for better impedance match and long transmission range.

Rectangular slots are etched on the surface of the patch which is identical to each
other in dimensions; these slots help in order to achieve a better bandwidth especially,
where the problem is reported to be a narrow bandwidth in the S and C bands. All the
units expressing various quantities and defining symbols are presented in Table 2.

2.1 Units

See Table 2.

3 Methodology

The finite element analysis method is used by the software in order to simulate the
desired antenna, for S and C bands frequency. FR4 epoxy is used as a substrate
whose εr is considered to be 4.3, and the tangential loss is 0.02. FR4 has outstripped
results over other substrates like Duroid family [13] such as return loss, impedance
match, and VSWR. FR4 also exhibits various physical properties such as toughness
and robust nature as well as compatibility with the PCB process. Rather than using
other means of port realization techniques unlike like a microstrip helps in better
compatibility and offers perfect impedance match.
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The patch is etched with identical rectangular slots, and the ground is cut with a
minute slit and hencemaking it partial ground, both the ground and patch (etched slots
make it to be I shaped) are assigned with a perfect E excitation, making it to radiate
the electromagnetic waves. The identical etched slots help in achieving enhanced
bandwidth obeying the Babinet principle [14]. The slots are placed in a horizontal
orientation and hence helps in long-range transmission and perfect impedance patch
and intrinsic impedance [15].

SIW structures are induced into the substrate in order to achieve multiple
resonating frequencies at the desired range. These SIW structures are easy to compact
with the antenna in the design process of PCB;most importantly, asymmetrical band-
width is obtained and hence answering the limitations and drawbacks of narrow
bandwidth and low throughput and larger antenna sizes.

4 Simulation Results

The top view of the proposed antenna is shown in Fig. 1, where the dimension is
considered according to the design parameters in Sect. 2. Figure 2 shows the bottom
view of the proposed antenna, where slit is etched off from the ground of the proposed
antenna.

The SIW structures help in achieving multiband characteristics, the height and
the inner radius of the SIW are 1.6 and 0.5 mm, and copper is used as the material of
the via. The side view of the vias induced into the substrate is shown in Fig. 3, and
the two vias are distanced apart with a constant called as K, where the value of K is
20 mm.

Fig. 1 Top view of the proposed antenna
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Fig. 2 Bottom view of the proposed antenna

Fig. 3 Side view of the antenna

4.1 Frequency Analysis

The return loss characteristics of the proposed and existing antennas are compared
and are presented in Fig. 4. The proposed antenna shows a descent enhancement
in return loss when compared with the existing return loss, and the return loss and
corresponding frequencies of the existing antenna are shown in Table 3.

The return loss and the corresponding properties of the proposed antenna are
given in Table 4, The proposed antenna shows better return loss characteristics at
3.67, 5.15, and 6.19 GHz corresponding to the values of − 37.7, − 17.10, and
− 18.14 dB. The return loss is considered below − 10 dB, and hence, 90% of the
power is transmitted, and only 10% of the power is reflected back.

The return loss and the corresponding properties of the proposed antenna are given
in Table 4, The proposed antenna shows better return loss characteristics at 3.67, 5.15,
and 6.19 GHz corresponding to the values of − 37.7, − 17.10, and − 18.14 dB. The
return loss is considered below− 10 dB, and hence, 90% of the power is transmitted,
and only 10% of the power is reflected back. Large bandwidth helps in enhanced
throughput and superior rate of transmission proving in more efficient transmission
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Fig. 4 Return loss of the proposed antenna

Table 3 Output parameters
of the existing antenna

Existing antenna

Return loss (dB) Frequency (GHz)

− 7.15 2.41

− 24.41 4.79

− 14.57 5.26

− 18.22 6.92

Table 4 Output parameters
of the simulated antenna

Simulated antenna

Return loss (dB) Frequency (GHz)

− 37.7 3.67

− 17.10 5.15

− 18.14 6.19

and receiving of the signal provided with low exposure to the false alarm and unclear
clutter signatures. The bandwidths obtained for the proposed antenna are 0.63, 0.53,
and 1.52 GHz accordingly.

The width of the feedline WF is compared with various widths ranging from 2 to
3 mm, where the best results were shown when the width is at 2.5 mm with a decent
return loss of 37.7 dB, − 17.10 dB, and − 18.14 dB at 3.67 GHz, 5.15 GHz, and
6.19 GHz, respectively. A graph showing the comparison of various widths is shown
in Fig. 5.

The optimized width for the feedline is considered as 2.5 mm as it has shown
best performance among all the other values of WF tabulated, though at 3 mm, the
antenna shows a good bandwidth of 1.29 GHz the return loss is not compromising
(− 13.19 dB) in such a fashion considering the return loss to be optimal at WF 2 mm
and 2.2 mm, and the bandwidths are noted to be − 31.11 and 31.12, respectively,
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Fig. 5 Effects of the width of the transmission line on the frequency and bandwidth

Table 5 Illustration of
effects of feedline on the
output parameters

WF (mm) Bandwidth (GHz) S11 (dB)

2 0.41(3.89–3.48) − 31.11

1.01(5.60–4.49)
0.68(7.25–6.58)

− 18.45
− 13.19

2.2 0.41(3.89–3.48) − 31.22

0.53(5.43–4.90) − 18.45

0.71(7.23–6.52) − 13.19

3 0.57(4.00–3.44) − 31.25

0.91(5.58–4.67)
1.29(7.81–6.52)

− 18.25
− 13.19

from the understandings and the information provided in the tabular rows and
columns of Table 5.

The number of the vias is also chosen carefully by careful positioning of the
vias apart from each other by a value of K, it results the symmetrical placing of the
vias on either side of patch has shown optimal results than an odd number of vias
positioning. This comparative analysis can be viewed in Fig. 6, though there are
almost similar and satisfactory results at the same width of WF, yet the antenna with
an even number of the slot as discussed in Sect. 2 better results in the form of return
loss and bandwidth, where the antenna with an odd number of vias (5) shown only
respective return loss values of − 25.0, − 17.04, − 23.08 dB.

The effects of change in the LGS are scrutinized for an obtained optimummeasure
of the LGS to be considered when the three following LGSs along with the rest of the
design parameters is constant that are mentioned in Table 6 and depicted in Fig. 7.
Various results of return loss and bandwidth are mentioned accordingly. The LGS is
varied on the scale of 0.5 mm, where 0.5, 1.5, 2, and 2.5 mm are considered.



Simulation and Investigations of I-shaped … 35

Fig. 6 Demonstration of effects of altering the number of SIWS on bandwidth

Table 6 Tabulation of
relation between LGS and
other parameters

LGS (mm) Bandwidth (GHz) S11(dB)

0.5 0.59 − 37.70

0.53 − 17.04

1.53 − 18.14

1.5 0.57 − 18.09

0.58 − 17.24

0.95 − 29.13

2 0.57 − 16.64

0.50 − 16.67

0.98 − 19.59

2.5 0.54 − 16.51

0.50 − 15.89

1.00 − 19.57

The radiation pattern of the existing and the proposed antenna is presented in
Figs. 8 and 9, where the radiation patterns are shown in 2-dimension. The proposed
antenna shows better results than the existing antenna; both the E-plane and H-plane
of the radiation pattern are shown with long dash and solid line, respectively.

The pattern exhibited by the proposed and existing antenna is bidirectional in
nature, whereas in the case of the H-plane, the existing antenna shows a partial
side lobe which has overcome in the proposed radiation pattern. The values of the
achieved patterns are presented in Table 7 and Fig. 10 show the radiation pattern of
the proposed antenna. The color red shows that the particular antenna shows its best
performance here whereas least at blue. The second-best performance is shown with
the color orange, then slowly fading to yellow and finally blue, coming across the
green on the scale moving from red to blue.
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Fig. 7 Representation of dependence of bandwidth on the slit

Fig. 8 Simulation discussion on the radiation pattern
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Fig. 9 Variation of patterns of radiation pattern with respect to WF

Table 7 Magnitude of the
proposed antenna

Maximum
magnitude

Minimum magnitude

Proposed antenna 12.4 8

Fig. 10 Radiation pattern of the proposed antenna in 3D

5 Conclusion

The paper concentrated on enhancement of return loss and bandwidth of the antenna
for multiband resonation application for radars especially in S and C bands. Themost
optimistic measures are tabulated in Table 1, and it is recurred from the understand-
ings that the proposed antenna shows better performances across the parameters like
return loss, bandwidth, and radiation patterns. One more parameter which shows a
possible advantage is the achievement of symmetrical bandwidth with induction of
SIW. The proposed paper can be further enhanced and optimized with respect to
material and output parameters of both UWB and radar applications.
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Future Advancements

The proposed antenna shows a wide range of significance and enhancements in the
parameters of return loss, bandwidth, and radiation pattern but shows unlikely output
in VSWR, and this can be addressed and provided with enhanced and optimized
output in further advancements and publications.
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Road Network Extraction from Satellite
Images Using Deep Learning

Yadav Maharaj and Jules-Raymond Tapamo

Abstract Road network extraction plays a vital role in traffic analysis and safety
monitoring, as well as in analysing, designing, and maintaining road structures. The
task of road network extraction is tedious due to occlusions, shadows, non-road
objects, and diversity of road network structures such as gravel, asphalt, sand. This
study investigates road network extraction using deep learning techniques on high-
resolution satellite images.More specifically, the combination ofDenseNet andUNet
deep neural networks is investigated for proficiency in road network extraction using
high-resolution satellite images. Combining these complex neural networks has the
potential to allow a deeper extraction of characteristics of a road network attribute,
thereby increasing the accuracy in detecting and extracting all types of road networks.
In addition, the use of a large dataset with very high-resolution images is to train
the model, further increasing the accuracy of the model. The final combined neu-
ral network UNet-DenseNet-UNet, coupled with the high-resolution images, helps
generate results that were better when compared to existing comparable models in
literature which use deep learning techniques, with the intrinsic difference in the
dataset used being the resolution of the images used to train the model.

Keywords Road network extraction · Deep learning · Machine learning · UNet ·
DenseNet

1 Introduction

The importance of up-to-date road maps can be seen in various important services
such as GPS-based navigation systems for cities to enable accurate, reliable, and
optimal routing directions for emergency vehicles as well as other users on such
systems [6]. In the same light, new roads are constructed frequently, resulting in
already extracted road map databases being outdated. Thus, ensuring that road maps
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are constantly updated timeously with the latest information is an important problem
especially in today’s world where people rely heavily on GPS navigation systems
like Google Maps, Waze, etc. Updating road maps is also extremely beneficial in
applications that include disaster management and urban planning. The distribution
of roads has also beenof crucial interest in recent sceneunderstanding researchworks.
Manual road extraction is time strenuous, and the data in GIS systems typically are
out of date and are inaccurate due to human error in the process [6, 12, 14, 18]. Road
network extraction for the purpose of updating road networks in geospatial databases
has become an important data source, as well as an important research topic in the
vast field of high-resolution image processing and remote sensing [2, 8, 17].

In recent years, various road network extraction techniques have been proposed.
These consist of supervised and unsupervised learning and take advantage of the
geometric, photometric, and textural features for the purpose of road network extrac-
tion, with unsupervised learning methods making use of mainly clustering methods
to extract road networks from the high-resolution remote image by means of using
different road classes. Machine learning approaches for road networks extraction
remain a difficult problem due to the relatively low attribute information available
and the prevalent missing values issue. This lack of attribute information can be
alleviated by exploiting the network structure into the learning process. Complexity
of roads structure, vegetation, activities on roads, and arrangements of buildings can
be observed from high-resolution images [8], as well as sparse context of the road
networks in remote sensing imagery. These issues make the task of road networks
extraction from high-resolution imagery increasingly difficult.

In this paper, the use of deep learning techniques to extract road networks from
high-resolution satellite images is explored. The corresponding expert labelled data
known as masks provides the location of the pixel that corresponds to a road. Many
previous attempts have failed in providing reliable and robust results, which can be
attributed to the inaccurate labelling of expert labelled masks as well as the use of
relatively small datasets which have in average 200 images, with low- to medium-
resolution images 256 × 256–512 × 512 pixels. Added to the poor performance is
the type of networks used to trainmodels.Manymachine learningmodels and simple
deep learning models would use too few layers, resulting in very little information
being extracted from the pixels contributing to road network, and this will mean
that the network is unable to extract enough features from the pixel resulting in an
overfitted model, which performs poorly on other datasets.

In order to address these issues, the proposed solution is designed as follows:

• A combination of two deep neural networks is used, i.e. DenseNet and UNet. This
allows for a more meaningful and substantial features to be extracted from the
images resulting in a highly robust model.

• A vast dataset covers vast road networks that include various surrounding land-
scapes around the road network, and these include sand, trees, grass, mountains,
water, and buildings.

The proposed approach is similar to Xu et al. [14]. Their model combines
DenseNet and UNet with global and local attention units.
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The rest of the paper proceeds with the following organisation. Section2 presents
the research background; it covers and investigates similar models that have been
proposed in the literature to solve the problem of road network extraction. In Sect. 3,
the techniques and methods used to efficiently and accurately extract road networks
from high-resolution images are discussed. Section4 focuses on the techniques that
are used in the experiment and then discusses the results achieved with the proposed
method. Conclusion and future works are given in Sect. 5.

2 Background and Related Works

Traditionally, road network extraction methods were extremely cumbersome and
riddled with errors and inaccuracies due to human error in the extraction process
[12]. Road network extraction tasks proposed in literature include unsupervised and
supervised learning techniques [18]. These methods rely on classification techniques
to extract road networks from the high-resolution and remote sensing imagery[18].
Amongst unsupervisedmethods, clustering algorithmshavebeen themost commonly
used approaches for road network extraction. A semi-automatic technique utilising
mean shift to detect roads was proposed by Miao et al. [5]. This method uses road
seed points to extract the initial point and then uses a threshold to separate the identity
of the pixel as either road or non-road. Van deWeijer et al. proposed an approach that
achieves remote scene classification by combining RGB streams and texture coded
maps to act as a dual stream deep network architecture [1]. Sirmacek suggested
extracting road networks by combining probability and graph theory, which proved
to be a complicated but effective method compared to other unsupervised learning
methods [11]. Zhang et al. proposed a method to extract roads using object-based
methods [13]. This method is made up of three steps: textural information extraction,
road extraction, and finally post-processing step.

Unsupervised methods offered results that were subpar and are generally out-
classed by supervised learning methods based on accuracy [13]. Some supervised
learning techniques used include deep learning, support vector machines, random
decision forests, and combinations of these techniques. The aforementioned meth-
ods extract road networks from images based on training models using labelled
samples [10]. These samples are expert labelled data, also known as ground truths.
Simler proposed a 3-class SVM using spectral and spatial features of the roads [9].
Ban proposed a model based on the combination of MAP-MRF classifiers that per-
form a good semantic segmentation on very high-resolution aerial images [16]. A
SVM classifier that made use of visual features within remote sensing imagery to
extract road networks, such as edge length, intensityand gradient, was proposed by
Yager et al. [15]. Ling et al. proposed a method that uses MRF to extract the roads
and a combination of SVM and fuzzy c-mean (FCM) to perform semantic segmenta-
tion [19]. It has been established in the literature that fully connected convolutional
network produces outstanding results due to its model behaviour [4]. Kestur et al.
proposed U-shaped FCN (UFCN) method to extract road network by feeding the
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input image through a stack of convolutions followed by deconvolutions with skip
connections [3]. Mnih used neural networks with specific pre-training and post-
training algorithms, using restricted Boltzmann machine (RMB) for pre-training for
high maximum likelihood intractability and custom post-processing procedure that
relies on dependencies present in nearby map pixels to significantly improve the
predictions [6]. Xu et al. used deep learning techniques to extract road networks.
The method combined DenseNet and UNet models and using local attention units
(LAU) and global attention unit (GAU) that help improve the accuracy of the model
[14].

As mentioned earlier, this paper proposes a combination of using DenseNet and
UNet to extract road networks, but as an improvement of the work done by Xu et al.
[14]. They proposed a GL-Dense-UNet model, which makes use of local and global
features in the pre-processing and post-processing of the DenseNet, followed by the
UNet model as the classifier . Their experiment uses a dataset of 200+ images, of
original resolution 512 × 512 pixels; however, these images were then clipped to
256 × 256 pixels. Overall accuracy achieved was over 97% . The goal of this paper
is to further improve this performance, using a Dense-UNet model coupled with a
larger dataset of 1117 images with higher resolution of 1500 × 1500 pixels, covering
vast surroundings.

The proposed method offers advantages in intensity variation due to the following
properties of the method, motion detection within images depends on the change of
the intensity value regardless of the intensity value itself, coupled with built in binary
labelling from each image, through the use of seeds. These seeds are selected pixels
which provide information that is used in the binary labelling process.

3 Materials and Methods

This paper investigates the use of deep neural networks (DNNs) to extract road net-
works from high-resolution satellite imagery. Learning-based approaches are not
new, and many have proven to have worked satisfactorily. These solutions, how-
ever, performed poorly on different datasets. A large dataset covering various types
of surroundings (sand, mountains, grass, trees, buildings, waterways, rivers, etc.),
occlusions (cars, shadows, etc.), and roads (different widths and lengths, gravel,
asphalt, sand, etc.) was used to alleviate the issue of overfitting and improve the
performance of the extraction model on other datasets. Raw satellite images were
fed into DNNs and cropped into 500 × 500 slides with the corresponding ground
truth mask. The resulting cropped 500 × 500 images were then input into the neural
network for feature extraction. In this paper, the combination of DenseNet and UNet
deep neural networks were used. Images were fed firstly into a UNet, followed by
the DenseNet and finally fed into another UNet. The output of the UNet is a matrix
of predictions determining if a pixel corresponding to the raw image input to the
network is a road or not.
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A general overview of what is being achieved is the following: Let I be a high-
resolution/remote sensing image and let G be the extracted road network from the
image I , where G is a n × m pixels image having G(i, j) equals 1 whenever pixel
at location (i, j) in the image I corresponds to a road pixel and G(i, j) equals 0
otherwise. The goal of this paper is to learn the prediction of whether a pixel at a
location (i, j) is on a road or not given the raw image S, which can be seen as the
conditional probability, p(G(i, j)|I ), of a pixel on a location (i, j) of an input image,
S being on a road or not [6]. In the context of very high-resolution aerial/satellite
imagery, each pixel represents a square ground plot that could represent area between
many centimetres and a few metres. Within the same light, the typical region of
interest and major application of road extraction are for an entire city. Hence, a
problem arises in making predictions for millions of pixels on satellite images [6].

3.1 Neural Network Implementation

As stated earlier, the process of road network extraction from images lies within
the bounds of semantic segmentation. A common and typically used convolutional
neural network for such a task is the UNet model.

The UNet model consists of an architecture that was originally designed for the
complex task of biomedical image segmentation by Ronneberger et al. [7]. The
complete architecture of the model can be split into two parts, the first part, being the
encoder that focuses on utilising a twomajor steps that use covenant layers, followed
by pooling operationswhich is essentially the feature extraction process of themodel,
which is then fed into the second part of the UNet model architecture known as
the decoder [7]. The decoder enables the localization by performing transposed
convolutions [7]. The layers of the network are fully connected. Figure1 shows the
general overview of the UNet architecture multi-channel feature maps are denoted
by the blue boxes in Fig. 1. The numbers on top of these boxes indicates the number
of channels, with the numbers on the bottom left of the box indicating the x-y size.
The arrows denote the different operations as input [7].

Another important deep neural network used in image segmentation is the dense
neural network, or DenseNet. A DenseNet is a type of convolutional neural network
that utilises dense connections between layers, through dense blocks, where all layers
are connected directly with each other. Each layer within the network receives, as
additional input parameter, the output of every preceding layer, inadvertently mean-
ing that the layer sends forth its own output feature map to all layers that follow thus
highlighting the feedforward nature of the model [14] which has been shown that by
shortening the connections between layers that are close to the input and output, the
accuracy of convolutional layers can be increased [14], and this is the idea behind
the DenseNet structure.

Figure2 shows the general overview of how the DenseNet that is connected.
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Fig. 1 UNet model architecture [7]

Fig. 2 Five-layer dense block network, each layer takes the previous layer as input

The structure of the DenseNet model can be seen in Fig. 2. Each colour represents
a different layer, where one can see the input entering the first layer x0, enters through
ReLU activation convolution, and the result is combined with the output of x0 and
fed into as input to the second layer x1. This process of feedforwarding is carried
through the till the last layer x4, where the output is then fed as a transitional layer
or to output layer, and it represents the end of the five-layer dense block.

3.2 Experimental Procedure

The dataset of raw images and corresponding ground truth/ expert labelled data was
used as input to train the model. Figure3 shows the parameters of the layers used in
the complete training model, which follows the order
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Input image → Unet → DenseNet → UNet → Output image

In the proposed model, neural network used is composed as follows: DenseNet
provides state-of-the-art feature extraction. The input image of 1500 × 1500 pixels
was cropped into 500 × 500 slides, and these slides were fed into the five-layer
DenseNet, with the first layer starting off with 64 nodes, and subsequently increased
to 128, 256, 512, and 1024 up until the fifth layer of the DenseNet. Each of the first
four layers consisted of, Conv2D, Normalisation, Activation, Pooling 2D, dropout,
Merge, and Conv2D, and the fifth layer did not have a second Conv2D attribute as
its output was then fed as input to the second UNet layer. All layers were activated
with the ReLU activation function. The input image of 1500 × 1500 pixels was
cropped into 500 × 500 slides; these slides were then fed into the first UNet layer, of
which the output was fed into theDenseNet; each layer of theUNet up until the fourth
consists of Conv2D, Upsampling, Merge, Conv2D, Normalisation, ReLU activation,
Conv2D, Dropout, Merge. The final layer of UNet uses the sigmoid Activation. The
output of the second UNet is then a matrix of the prediction of whether each pixel is
a road.

The dataset was split into 8:2 training: validation ratio model. The model was
run for 100 epochs, using the Adam optimiser at a learning rate of 0.0001 and a
batch of 4 images. Binary cross entropy loss function was used due to the nature
of the classification with the main metric in evaluation being the accuracy. Edge
enhancement filters were used in the Conv2D function for each layer, with kernel
initialisation of he_normal thus increasing the extraction performance.

To gauge the performance of the model for road network extraction, precision
(P), recall (R), f 1-score, and overall accuracy (OA) were used. Equations1–4 show
the respective formulae of how these important metrics are calculated, where True
positive (TP), False Positive (FP), False Negative (FN), and True Negative (TN).

P = TP

TP + FP
(1)

R = TP

TP + FN
(2)

Equations1 and2 show the formulae for precision and recall, and these twometrics
are then used to calculate the f 1-score shown in Eq.3.

F-score = 2 × R × P

R + P
(3)
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Fig. 3 Architecture used for training Dense-UNet model
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OA = TP + TN

TP + TN + FP + FN
(4)

Equation4 shows the formula for the overall accuracy of the model based on the
validation set and the test set.

4 Experimental Results and Analysis

4.1 Dataset

Road network extraction from any image falls under the field of semantic image
segmentation. Typically, image segmentation requires at least 100 images to produce
decent results. In this paper, the Massachusetts Roads Dataset of 1117 images was
used to train amodel for road network extraction and 200 images were used to test the
model. Ground truth images were labelled manually by the referenced maps done
by Minh the author of the dataset, which is available publicly on the CS Toronto
website [6].

The dataset covers urban, suburb, and rural areas c“overs an area of over 2600
square kilometres. Each image is 1500 × 1500 pixels in size, covering an area of 2.25
square kilometres”[6]. With many types of obstructions on the road networks such
as trees, vehicles and many types of surroundings such as sand, grass, vegetation,
buildings, and water. The aforementioned features of the dataset combined with the
various widths of roads used result in a highly vast dataset enabling a trained model
that works well for many other different datasets.

4.2 Results and Discussion

Figures4a, b show a sample image of the input raw road map image and corre-
sponding ground truth dataset used. The 1500 × 1500 pixel images were fed into
the DNNs as and were cropped into 500 × 500 slides with the corresponding ground
truth mask. The resulting cropped 500 × 500 images were then fed into the neural
network for feature extraction.

The model was trained first using the 1117 image dataset. Post-training results
on the validation split resulted in impressive results of validation loss: 0.2062 and
validation accuracy of 98.21%. The model was then tested on a different test dataset
of 220 images. The results for all metrics based on the performance of the model
on the test dataset are shown in Table1. The accuracy on the test dataset boasts
an impressive 98.76%, with an f 1-score of 98.22%. Figure5 shows the graph of
accuracy for training and validation vs the number of epochs, and it is evident that
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Fig. 4 a Input raw image of road map, b Corresponding ground truth image

Table 1 Observed results from trained UNet-Dense-UNet model

Model Precision (%) Recall (%) f 1-score (%) Accuracy (%)

DenseNet 98.89 97.56 98.22 98.76

Fig. 5 Accuracy versus epoch graph, for training and validation

towards the last 30 epochs, i.e. epoch 70–100 that the training accuracy stabilised
around 98%.

To show the effectiveness of this model on the high-resolution images, with the
various types of surrounds, such as buildings vegetation water and sand, a sample
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Fig. 6 Results of extraction for various cases

for each case was chosen, and the results after passing the images through the model
are shown below in Figure 6. Figure6a shows the raw image for vegetation and
sand as surrounding areas, with corresponding Fig. 6b showing the extracted road
network using the proposedmodel, andFig. 6c shows the ground truth data for Fig. 6a.
Figures6d–f are, respectively, the raw image for sand, vegetation, and buildings as
surround areas, the extracted network for the raw image, and ground truth data for
Fig. 6d. Figures6g–i show, respectively, the raw image for buildings, vegetation, and
water as surrounding areas, the resulting extracted network, and the ground truth
data for Fig. 6g.
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Table 2 Comparison of results between proposed model and similar experiment

Model Precision (%) Recall (%) f 1-score (%) Accuracy (%)

Proposed 98.89 97.56 98.22 98.76

Xu et al.[14] 97.83 97.35 97.59 97.82

It is clear in Fig. 6 that the model is accurate in road network extraction. However,
the listed problems of vegetation, sand, and waterways still affect the model. This
can be improved by training the model for more epochs.

When comparing the proposed model to that of Xu et al. [14], their model trained
for 10000 iterations, whereas the proposed model ran for 100 epochs. Table2 com-
pares the performance metrics between the two models. It is evident that the overall
metrics of the proposed model by slight of margins performed better than the exper-
iment done by Xu et al. [14]. This is largely attributed to the larger dataset, with
high-resolution images and the UNet-DenseNet-UNet model, which offers increased
performance on high-resolution datasets.

5 Conclusion

This paper has proposed a model that uses deep learning techniques to extract road
network from very high-resolution satellite images. The proposed model is com-
posed of two deep convolutional networks DenseNet and UNet connected in the
order Unit → DenseNet → UNet . It was trained using 1117 images, which is a
significantly larger dataset than that used in existing models and experiments. The
use of the DenseNet and UNet combination was chosen to fulfil the need of deeper
feature extraction for higher accuracy in correctly identifying and extracting road
networks from the images. An overall accuracy of 98.76% was achieved which is
close to a 1% improvement compared to similar experiment. However, this can be
improved further.Without changing the combination network, increasing the number
of epochs would drastically increase the recall and f 1-score of the model, in turn
increasing the accuracy. This model works relatively well in extracting roads from
all kinds of surroundings and different angles.

For future research, we aim to improve the accuracy of this experiment, as well as
using the output of the model proposed in this experiment as input for a classification
model to identify road networks. The scope for such a model is vast and can be used
in many applications, such as traffic analysis, safety, and navigation-based systems.
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An Evolutionary Online Motion Planning
of Car-Like Mobile Robots with Velocity
Obstacles

S. Ramabalan , V. Sathiya , and M. Chinnadurai

Abstract This paper presents an evolutionary algorithm-based online motion plan-
ning method for a car-like mobile robot which operates in a dynamic environ-
ment with velocity obstacles. More number of complications and difficulties in
online motion planning (dynamic environment and obstacles, complicated motion
dynamics, and decision-making time are in nanoseconds, etc.) have to be overcome
by the method for planning an optimum path. Extensive works have been done in
developing a novel method for robot motion planning in dynamic environments, and
the research gap identified is a need of an efficient planner for online motion plan-
ning. So, to improve the efficiency, this paper proposes a method based on improved
heterogeneous differential evolution (IHDE) algorithm. An experimental verification
proved the worthy of the proposed algorithm.

Keywords Car-like mobile robot · Online motion planning · Velocity obstacles ·
IHDE algorithm

1 Introduction

Online motion planning in a dynamic environment is very difficult and compli-
cated. This is because of velocity obstacles and ever-changing environment. Motion
planner has to do path planning and velocity planning in concurrent mode. Finding an
optimum path or route is termed as path planning. Finding the safest velocity for the
robot according to velocity of moving obstacles is termed as velocity planning. The
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planner has to work in both path finding and velocity finding planes. Path finding is
a kinematic problem. It considers the kinematics and geometrical details of both the
robot and the obstacles. It involves in finding a shortest path. But, velocity finding
is a dynamic problem. It considers the robot dynamics and constraints of motors
(actuators). It involves in finding a safest and energy saving path.

2 Literature Survey

Themain difficulty in onlinemotion planning is within a nanosecond, the planner has
found and take decision on robot path and robot velocity [1]. Extensive works have
been done in developing a novel method for robot motion planning in dynamic envi-
ronments [2]. Two classifications are in motion planning: They are global planner
and local planner. The global planner knows all the details about the environment
around the robot. So, it gives the best motion plan. But, the local planner does
not know all or partial information about the environment around the robot. So, it
gives a local motion plan and not a global plan. Both planners consider environ-
mental modeling, motion searching procedure, and optimization criteria. Classic
approach techniques used in the literature are, namely framework space approaches,
free space approaches, cell decomposition approaches, topological methods, proba-
bilistic roadmap methods, Gaussian process inference [3], sparse roadmap [4], etc.
Few framework space approaches are visibility graph, Voronoi graph, tangent graph,
etc. Heuristic approaches are Dijkstra algorithm, A* algorithm, D* algorithm, etc.
Artificial intelligence algorithms are artificial neural network, fuzzy logic, ant colony
optimization, particle swarm optimization, genetic algorithm, differential evolution
[5], NSGA-II [5], ABC algorithm, firefly algorithm, memetic algorithm, artificial
immune system, Tabu search [6], ANFIS [6], etc. Artificial potential field, behavior
decomposition method, case-based learning method, and rolling window algorithm
are frequently used classical local planning methods [7]. Sharma et al. [8] and Jain
et al. [9, 10] deployed differential evolution for path planning with improved results.

2.1 Gap Identification

All methods have their own merits and demerits. But, in the race of finding best
optimal motion plan, artificial intelligence techniques such as swarm and evolu-
tionary algorithms are front runners. Few efficient algorithms were developed for
online motion planning. But, their quality and efficiency are to be improved further,
in finding the best motion plan. More experimental verifications have to be done for
car-like mobile robot in online mode.
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3 Proposed Methodologies

To improve the efficiency and quality of online motion planner, this research work
proposes an evolutionary algorithm improved heterogeneous differential evolution
(IHDE) algorithm. It is a new variant of DE developed by the authors. It overcomes
more limitations of existing standard DE and heterogeneous differential evolution
(HDE) [11].

3.1 Proposed Algorithm

Differential evolution (DE) is a best one among the available evolutionary algorithms.
It solves all types of real-world problems.Applications ofDEcan be found in all fields
including engineering and science. The basic DE has few limitations. So, to improve
it, many researchers proposed and used many variants of DE. One among them is
HDE. But, it also has few demerits. They are (a) four schemes—DE/rand/1/bin,
DE/rand/2/bin, DE/best/1/bin, and DE/best/2/bin were used for creation of a new
solution in noisy vector. But,DE/TSDE,DE/current-to-best/1, andDE/rand-to-best/1
are best for creating noisy vector as per the literature. (b) Scaling factor (SF) is
constant. (c) They tested their HDE for solving a simple problem having only one
objective function. (d) HDE was not tested for solving a real-world problem. (e) The
problem considered does not have any constraint.

This research work proposes an improved heterogeneous differential evolution
(IHDE) for solving a real-world problem. The algorithm used and experimented
for a car-like mobile robot motion planning in online mode. The proposed algorithm
has following merits over HDE: (a) DE/rand/2/bin, DE/TSDE, DE/current-to-best/1,
and DE/rand-to-best/1 are used. (b) A constraint optimization problem with seven
constraints is solved by IHDE. (c) A real-world problem is solved by IHDE. (d) In
IHDE, scaling factors both K and SF are randomly created during all iterations. (6)
Also, the crossover method is improved one in IHMDE.

IHMDE Operators: The total no. of population is 100, and crossover constant
(CC) value varied in between 0.1 and 0.95. Termination criteria is no. of generations
= 100.

The optimization procedure used in this research work is: Step 1: All required
information is given to IHDE algorithm. Step 2: IHDE computes the dynamic param-
eters such as torque of actuators. Also, it computes kinematic parameters such as
position, speed, jerks, and vibration or acceleration of the robot. Step 3: IHDE gets
information about the environment. With help of fuzzy logic controller, it computes
the robot path and the velocity. Step 4: IHDE communicates the information to the
controller.
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4 Problem Description

A car-like mobile robot with two active back wheels and two supportive front wheels
is fabricated and tested in this research work [12]. The geometrical representation is
shown in Fig. 1. The travel aim of the robot is to reach its end point (E) safely without
kitting any obstacle from a start point (S) as in Fig. 2. Four velocity obstacles were
considered around the robot. Velocity obstacles are battery operated toys in Fig. 2.
The velocity obstacle 1 is yellow color car. The speed of moving obstacle 1 (MO1)
is 0.1 m/s. The velocity obstacle 2 is red color lorry. The speed of moving obstacle
2 (MO2) is 0.07 m/s. The velocity obstacle 3 is orange color lorry. The speed of
moving obstacle 3 (MO3) is 0.05 m/s. The velocity obstacle 4 is orange color JCB
truck. The speed of moving obstacle 4 (MO4) is 0.03 m/s.

Fifth-order polynomial curve is used to model the robot path. A fuzzy logic-based
controller is used to assist the robot controller for doing obstacle avoidance.

Motion planning is an optimization problem. This research problem optimization
model is:

Two objective functions are to be minimized, and they are robot path length
(F1(P) = ∑

segments’ length) and travel time (F2(P) = ∑
segments’ travel time). A

combined objective function (COF) = F1(P) + F2(P) ∗ 0.1 F1(P) + F2(P) is used.

Fig. 1 Geometrical representation of car-like robot
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Fig. 2 Dynamic environment around the robot

The constraints are: (1) geometrical constraints—initial and final positions of
the path. (2) Obstacle avoidance constraint—distance between robot and obstacles
should be above 3 cm. (3) Kinematic constraints—speed of robot at start and end
points is to be zero. Speed, acceleration, and jerk of the robot should be less than
their safer limit. (4) Dynamic constraint—motor torque < its safe value.

The kinematics of the robot is given by ẋ = v cos θ, ẏ = v sin θ, v̇ = ω, ωR and
ωL are found by the fuzzy logic controller.

5 Experimental Verification

The experimental verification by IHDE algorithm is shown in Fig. 3. The following
procedure is used in this research work for doing experiments.

Step 1 All known values about the robot geometrical parameters, kinematic char-
acteristics and dynamic performance values, actuator constraints, starting
and goal positions of the path, current geometrical shape and positions of
the obstacles, and obstacles velocity are given input to the motion planner.

Step 2 Robot is deployed in the environment at the starting point. It is switched
on.



58 S. Ramabalan et al.

Fig. 3 a–g Mobile robot’s optimal motion

Step 3 Robot sensors receive information about the environment. They observe
the movement of the obstacles’ position and velocity. Sensors give the
information to the motion planner.

Step 4 Motion planner analyzes the information from sensors. It finds a best path
for robot movement. Also, it selects a safe velocity to the robot. The infor-
mation is communicated to the robot controller. Controller drives the robot.
Feedback signals are continuously given to the controller. The controller
interacts with the motion planner and does necessary corrections in the
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Table 1 Various results got
from IHDE and GA

F1 (m) F2 (s) COF

Simulation

GA 2.89 26 2.73

IHDE 2.68 21 2.39

Experiment

IHDE 2.70 22 2.45

Error (%) 0.75 4.76 –

robot path and the robot velocity. Thus, it safely drives the robot toward the
goal point.

Step 5 The robot safely moves to its goal position. Its travel time and electrical
energy spent by the motors are noted.

6 Discussion About Results

The results from various techniques, namely IHDE and GA, are compared in Table
1. From Table 1, the following points are noted: (a) Path length (F1) of the optimal
path denoted by IHDE is less than that of GA. (b) Travel time (F2) of the optimal path
denoted by IHDE is less than that of GA. (c) Combined objective function (COF)
of the optimal path denoted by IHDE is less than that of GA. (d) IHDE proved
that it is better than GA. (e) By following the path dictated by IHDE, the robot
safely moved from start point to end point. (f) The path dictated by IHDE is feasible
and practically possible. (g) The path dictated by IHDE satisfied all geometrical,
dynamics, and kinematics constraints. (h) The error between the simulation and the
experiment is 0.75% for path length and 4.76% for travel time.

7 Conclusions

Anexperimental verification for an evolutionary algorithm-based onlinemotion plan-
ning method for a car-like mobile robot which operates in a dynamic environment
with velocity obstacles was performed in this work. From the experimental results,
the points concluded are: (a) Path length (F1) of the optimal path denoted by IHDE
is less than that of GA. (b) Travel time (F2) of the optimal path denoted by IHDE
is less than that of GA. (c) Combined objective function (COF) of the optimal path
denoted by IHDE is less than that of GA. (d) IHDE proved that it is better than
GA. (e) By following the path dictated by IHDE, the robot safely moved from start
point to end point. (f) The path dictated by IHDE is feasible and practically possible.
(g) The path dictated by IHDE satisfied all geometrical, dynamics, and kinematics
constraints. (h) The error between the simulation and the experiment is less. (i) The
proposed IHDE can be used for all the robots’ motion planning problem.
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7.1 Limitations and Future Works

More number of real-world situations can be considered. The proposed IHDE can
be used for all the robots’ motion planning problem. So, experimental verification
of other type of robots can be performed. IHDE can be improved for multi-objective
problem-solving nature. More number of velocity obstacle and static obstacles can
be considered.
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Towards Formalization of Constructivist
Seed AI

Swarna Kamal Paul and Parama Bhaumik

Abstract A general intelligent system is expected to solve wide range of problems
and adapt across multiple varied environments. It has already been hypothesized that
seed AI needs to be bootstrapped in a system which could evolve to handle multiple
problem domains. Such a seed AI may consist of few core intelligent components
and a seed program. However, there is no formal structural definition of seed AI in
place. Thus, an abstract model of the seed AI is presented and its generality has been
proved. The formal structure of such an algorithm has also been derived. It has been
discussed howand inwhat setting the proposedmodel of seedAI can achieve different
properties of an intelligent agent like adaptability, constructivism, learnability and
recursive self-improvement. The proposed theoretical framework for seed AI can
serve as the basis for construction of any artificial general intelligent system. A
prototype of seed AI has been developed using universal search to demonstrate and
present a guidance on physical implementation of an agent-based system. The agent
has been experimented in a heterogeneous toy problem to illustrate its usability.

Keywords Seed AI · Constructivist AI · Universal search · Category theory ·
Reinforcement learning

1 Introduction

There have been several major advancements in last few decades in domain specific
artificial intelligence. Artificial intelligent systems have achieved state of the art
performance in visual processing, audio processing, language processing, game
playing etc. However, portability of an intelligent system from one problem envi-
ronment to another is inefficient and requires manual reconstruction. Real world
problems are barely restricted to a small domain. For example, driving a car requires
complex interconnections among visual processing, auditory processing and motor
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skills. These complex systems are mostly hand engineered by following a construc-
tionist approach [1]. Constructionist method of designing an AI has its own limi-
tations, like restricted learnability and portability, which calls for a new design
approach, known as constructivist approach [2]. Constructivist systems are empow-
ered with automatic construction of solutions in a given arbitrary problem environ-
mentwith limited resources and little external bias. In order to optimize usageof avail-
able resources the system is expected to self-modify and improve its learnability and
portability. To create such an artificial intelligent agent, it needs to be bootstrapped
with a seed program [3] and an intelligent core whichwould eventually improve itself
and adapt to variety of environments. Even for the constructivist approach a seed AI
is necessary to let the agent know at least the method of construction. In this paper
a principled approach of creating a seed program has been discussed and a formal
grounding has been provided. Questions like, what is theminimum structure required
to construct such a seed AI and how it achieves multiple properties of an intelligent
system are answered. There are multiple architectures present in the literature [4–9]
to achieve general intelligence, however any of them barely discusses the abstract
minimal structural requirement to achieve different properties of general intelligence
namely, constructivism, learnability, recursive self-improvement and adaptability
across environments.

Rest of the paper is organized as following. Section 2 covers the related work
followed by Sect. 3 on abstract modelling of the seed AI. The seed AI is formalized
in Sect. 4 and its properties are discussed. Section 5 introduces an implementation of
seed AI and an intelligent agent as a whole. Section 6 discusses experimental results
on a toy problem environment followed by a conclusion.

2 Related Work

Thorisson proposed a theory of constructing seed-programmed intelligent system
which rests on certain hypotheses of learning [9]. The theory contextualizes three high
level aspects of problem solving, namely task-environments, cumulative learning
and seed program. Nivel et al. presented an architecture blueprint for constructing a
bounded seed AGI which can achieve operational autonomy in underspecified envi-
ronment [4]. They developed a prototype system AERA which can learn complex
real-world tasks. Steunebrink et al. introduced an experience-based AI system called
as EXPAI, [10] which can search for safe and beneficial self-modifications. Several
limitations of proof-based approach of self-modification have been highlighted and
experience-based approach was chosen for self-modification. Hutter’s AIXI frame-
work [5] is a complete theoretical definition of an AI agent in the sense that it
can optimally act in any environment given infinite computational resources. A
modified framework is named as AIXItl whose computation time is bounded by
t.2l. Optimal Ordered Problem Solver (OOPS) [11] is a practical implementation of
universal search [12] for solving anordered set of problems and tries to reuse solutions
found in earlier problems to solve later problems. Paul et al. also followed a novel
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approach of using data flowgraph-based programmingmodelwith universal search to
solve multiple problems [13–15]. Gödel machine is a self-referential, self-improving
optimal problem solver, originally proposed by Schmidhuber [6]. A probable imple-
mentation roadmap was given using continuous passing style (CPS) of programming
andmeta-circular evaluators [16]. Cognitive synergy [8] theory provides a theoretical
framework to achieve AGI. A collection of cognitive processes acts in a synergistic
way to control a single cognitive agent. The interconnectedness among the processes
aids each other in overcomingmemory-type specific combinatorial explosions during
diversified knowledge creation. Non-Axiomatic Reasoning system [7] is a system
designed to be adaptive and to work with insufficient knowledge and resources. It
uses term-logic based knowledge representation, experience grounded semantics and
non-axiomatic reasoning for inference. It can represent a notion of self and its related
functions are developed through system experience.

3 Abstract Modelling of Seed AI

Category theoretical approach has been taken for abstract modelling of seed AI.
Milewski [17] provides an excellent introduction to category theory. A useful seed
AI is one which enables an agent to act optimally in a task environment and learns to
adapt across varied task environments. It is assumed that all the task environments
with which an agent interacts in its lifetime would be a computable one. Thus, every
task environment can be represented as strings over some set of characters. Deduc-
tively, considering the agent as a part of the environment is also a computable one
and all of its parts can be represented as strings. The environment can be considered
as a single object monoidal category over a set of primitives in a Turing complete
language and a composition operator. The object in the environment are programs.
Programs can be created by composing primitives and other programs. Thus, the
category is equipped with a bi-functor σe: E ⊗ E → E , an identity or empty string
Ie, where E represents environment object. In a general sense there can be infinitely
many possible tasks in any arbitrary environment, represented by different unique
programs e or elements of object E . However, only those tasks are practically solv-
able by an agent which allows the agent to interact with it and halts on every input. On
interaction with the agent, a task environment e can produce some output such that
e(x) → y. The output y can be interpreted by the agent to identify reward signals r .
Considering the objective of the agent is to act optimally so as to maximize future
expected total reward, let us assume a set of programs p exist in another Turing
complete language which can act optimally in all such task environments e.

At least one optimal policy exists for all solvable task environments.

Proof Let us consider a cybernetic agent which runs a program p in a Turing
complete language identified as policy for task environment e. The agent is coupled
with the environment in a sense mentioned in [5]. The task environment’s output
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is consumed by the agent and vice-versa, in an iterative manner. The environment’s
output y is interpreted as a product of observation and reward received o×r . Consid-
ering the agent’s goal is to maximize future expected reward on some arbitrary
horizon m an optimal policy is defined as,

p∗ = argmax
p

V pe
1m ,where V pe

km =
∑

e′
μ

(
e′)

m∑

i=k

r pe′
i (1)

V pe
km is the utility of the policy p on task environment e in cycles k to m. e is prob-

abilistic mixture of task environments e′ with probability distribution μ(e′). If e is
deterministic then e′ = e and μ(e′) = 1. As per initial assumption, both e and p are
programs constructed in two Turing complete languagesUe andUp, respectively. As
they are Turing complete so they are Turing equivalent. Thus, any program e have
a semantically equivalent program p. Thus, every solvable task environment e have
an equivalent program pe in Up. V

pe
km can be calculated for any p and finite m if e

is known, by running e in coupled fashion with p for m steps. Considering in each
step, p is allowed to write a fixed length (l) string, a finite set of p can be tested
by generating all possible combination of strings of a finite length ml and p∗ can
be selected generating maximum V pe

1m . From the above argument it is clear that once
task environment e is known there is a fixed algorithmic method to derive the optimal
policy. Thus every p∗ is a fixed functional extension of pe. For every e inUe there is
a semantically equivalent pe in Up and consequently a p∗, although there might be
many unsolvable e and pe for which p∗ does not make any sense.

Solution of any arbitrary solvable task environment can be computed using an
intermediate Turing complete language, a set of two lax monoidal functors and a
monoidal product operator.

Proof Let P denote a category of all such pe which semantically maps with every e
such that p∗ can be constructed by functionally extending pe. For a single e there can
be multiple pe which are semantically equivalent. To make a surjective functional
map from E to P the pe having minimum length is chosen for each e. All p can be
represented by strings constructed by a finite set of alphabets Ap for Up. Similar to
E , P is also a monoidal category equipped with a bi-functor σp: P ⊗ P → P and
an identity object or empty string Ip.

Let us define a lax monoidal functor between categories E and P which signifies
the map of every task from E to P . A lax monoidal functor comes with a functor
which maps objects between categories, a morphism to map identity and a natural
transformation to map functorial product which satisfies the usual associativity and
unitality conditions.

F : E → P (2)
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Fig. 1 Commutative diagram for problem environment and solution mapping

∈ : IP → F(IE ) (3)

ηF : F(e1) ⊗P F(e2) → F(e1 ⊗E e2),∀e1, e2 ∈ E (4)

Functor F maps semantically equivalent programs from E to P . One way of
doing it is taking any program in Ue and convert it into Up by adding a required
interpreter of Ue written in Up. However monoidal product in σp keeps only the
shortest among semantically equivalent programs. Thus F is a set of translation
functions which translates any program in E to shortest equivalent program in P
and preserves compositionality. As stated in Eq. 4 the usual commutative relation
holds for F and monoidal products of E and P . Functor G derives the program
corresponding to the optimal policy for task environment E using the simulated
image P and maps that to semantically equivalent program in E . This can be done
by adding specific code piece in P to derive the optimal policy using the model of
the environment that can be interpreted by Ue. The code piece added by G should
also contain logic to preserve product operation σe in E .

Figure 1 states that for any arbitrary solvable task in E there exist an optimal
policy in E itself which can be derived by applying functor G ◦ F . The policy can
also be constructed from existing sub policies (e4, e5) which may be full or partial,
using the same monoidal product operator σe in E . If a task e1 transforms into a
more complex task e3 the commutative diagram states that solution policy e6 can be
derived by multiple pathways. One by applying G ◦ F , which signifies deriving the
solution from scratch. The other two solution pathways are by G ◦ σp ◦ F ⊗ F and
σe ◦ G ⊗ G ◦ F ⊗ F . Both pathways reuse part of solutions found while solving
subproblem e1. In many cases solving e1 and reusing solutions for e1 to solve e3
might be less costly in terms of resources like time and space. Thus, any solution
can be derived by using functor F , functor G, monoidal product σp and intermediate
Turing complete language Up. Hence proved.

4 Formalization of Seed AI

Seed AI can be defined as the minimum algorithm which is capable of evolving and
finding optimal solutions for wide range of problem environments under resource
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constraints like time, space and prior knowledge. Following the abstract model, any
arbitrary task environment can be represented in a Turing complete language Ue.
The solutions can be symbolically represented in another Turing complete language
Up which can be simulated in Ue. The seed AI can be represented as just another
program in Ue. We choose the pathway G ◦ σp ◦ F ⊗ F in our design of seed AI
to map solutions to environment. Consequently, individual morphisms need to be
implemented in Ue to realize a concrete implementation of seed AI.

The functor F can be understood as an estimator of any task environment e inUe,
represented as program p inUp. Ideally p should be exactly semantically equivalent
with respect to e. But in real world scenario exact description of e may not be
known and e can be estimated only by interacting with it. The quality of estimation
depends on other environmental factors, like resource constraints. Among multiple
descriptions of the environment the selection needs to be done based on some score
which measures fitness or utility of the solution found using the description of the
environment p in the context of a specific task environment e. The functor uses a
helper function ν in Ue to measure the utility in a specific context. Implementation
of F in Ue is defined as follows

f : e × ν → p (5)

σp denotes a function constructor using composition operator whose domain consists
of all semantically unique and shortest programs inUp. ConsideringUp a functional
programming language with a set of primitive functions or a generator setω,making
P a free monoid, all program equivalence can be calculated by algebraically simpli-
fying program expressions due to absence of side effects. Implementation of σp in
Ue is defined as,

σp:
⎧
⎨

⎩

p1 × p2 → p2 ◦ p1, ifUp(p2 ◦ p1) ·Up(p1) ·Up(p2 ◦ p1) ·Up(p2)
p1 × p2 → p2, ifUp(p2) ≡ Up(p2 ◦ p1)
p1 × p2 → p1, ifUp(p1) ≡ Up(p2 ◦ p1)

(6)

The natural transformation ηF transforms the estimator function f of a solved
task to find a new estimator for a new task environment by reusing the estimator
of the solved task. The natural transformation in Ue is derived using the estimator
function f and the function constructor σp. Implementation of ηF in Ue is defined
as,

η f ≡ σp ◦ ( f × f ) (7)

The functorG computes the optimal solution program psol or the policy, using the
environment estimation p and transforms it to an executable esol in Ue. This can be
done by adding the interpreter of Up written in Ue so that psol can be interpreted in
Ue. G uses the helper function ν to find psol and consequently esol. Implementation
of G in Ue is given as following.
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g: p × ν → esol (8)

4.1 Seed AI Algorithm

For any solvable task environment, the seed AI searches for a solution represented
as a program in a Turing complete language. For any given task environment e, the
seed AI generates multiple programs as estimated representation of task environment
and allocates execution time proportional to the fitness of solution programs esol.
This continues until a maximum age is reached. The fitness of a solution program is
calculated by a helper function ν, whichmight use the interaction history (trace(esol))
of the programwith the task environment to calculate the same. The fitness of solution
program also determines the fitness of the estimated environments (p1, p2). f selects
two of the best estimations based on fitness and σp combines them to produce a new
estimation. In order to bootstrap, f is supplied with a generator set which represents
the primitives ofUp. g evaluates the new estimation by deriving the solution program
and running it for a fraction of the total allocated runtime (TR) in a phase. The runtime
allocation is based on expected fitness of the solution. If the program does not halt
within the allocated runtime, it is interrupted. Similar to the Levin search [9] the
dynamic runtime allocation to individual programs alleviates the halting problem
and makes the algorithm computable. Tp is the total runtime of the program esol and
E represents the evaluator corresponding to Ue. After completion of each phase T
the total runtime allocation is doubled and the same process repeats.

The Seed AI Algorithm

4.2 Constructivism

Constructivism is at the heart of the seedAI. Thorisson [2] already justified the needof
constructivism in buildingArtificial general intelligent systems. The seedAI achieves
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autonomyand adaptability by constructing estimations of task environments based on
action perception history, recorded as experience.Oneusual problemof constructivist
approach is facing exponential search space in order to find the right architecture or
solution for a problem environment. The seed AI may also face this problem at
its birth with minimal experiential knowledge as it needs to construct all possible
programs and test them in some order. In course of doing so, gaining experiential
knowledge will help dampening the search space and with the proper choice of
ν the agent will gradually converge toward an optimal or near-optimal solution.
Capability of constructing solutions for any solvable task environment imparts a
good generalization property to the seed AI. Yet, practically usable solutions may
not be constructed from scratch in resource constrained environments. For example,
a specific task environment may demand recognizing objects from captured images
and pick up the objects which are recognized as apples using a robotic arm. Solving
such an environment requires solving the subtasks of object recognition and robotic
arm control. Creating solutions for these subtasks from scratch in time constrained
environmentmaynot be practically feasible.Deepneural networks are alreadyproved
excellent in handling vision processing tasks. Pretrained deep neural nets acting as
object recognizers can be placed in the environment as a module. A robotic arm
controller can also be placed as a library in the environment. The seed AI then
constructs a program to integrate and control these modules in order to achieve the
final goal. The addition of modules can be anytime without breaking the operation
state of the seed AI, thus allowing integration of human intelligence with artificial
intelligence. Paul et al. [18] already presented an integrative AI platform in line
with this idea. However, the integration of modules needs to be done manually in the
proposed platform. A seedAImay run another seedAI programwhichmay construct
a solution for a subtask and place it in the environment as amodule. Other constructed
solution programs may reuse that module and achieve a level of abstraction.

4.3 Learning

Learning is the process of gaining experience with constrained resources based on
interaction historywith an environment so that the environment can bemodified in the
desiredwayasmuchas possible. Learning is analogous to the predictionproblemwith
constrained resources. It can be defined as finding the best possible machine model
M for an environment with limited interaction history of action/perception, time and
space.The learntmachinemodelM canbeused to predict optimal sequence of actions
for desired perceptions. Given a set of interaction histories an agent can find the best
possible estimation of an environment using brute force. But it might use unlimited
amount of time to find themodel. Similarly, an expert systemmay tag outputs against
inputs as rules, but it might need immensely large set of interaction history for any
arbitrary environment to realistically model it, let alone assuming there is no effect
of noise in measuring perceptions. In both the cases it can be comfortably said that
there is least amount of learning involved. Learning is essentially an optimization
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problem of finding patterns in interaction history with the environment, using limited
resources and thereby model it to get maximum desired perceptions.

The seed AI have inherent learning capability as it tries to find an estimate of
the task environment (p3) so as to find out the program (esol) that generates desired
set of actions. The usage of limited time to learn the model is already embedded
in the logic, as time allocated to evaluate a model of the environment is directly
proportional to the expected fitness of the solution. The choice of ν is important to
drive the learning process. Proper choice of ν would allow progressive learning such
that it balances exploration and exploitation and the learnt model improves with time.
ν can also control the usage of limited space in the learning process. For example,
ν considers models with smaller size more fit comparatively. The design of seed AI
inherently adds metalearning capability. For example, suppose a task environment
requires to find neural architectures which provides high accuracy with low training
effort and using minimal training examples. Then in such scenario ν helps the seed
AI to learn to find out neural architectures with improved learning capabilities. Also,
suppose the objective of a task environment is to find out seed AI with better learning
capabilities, it may generate a ν whichmay improve the child seedAIwhen evaluated
by the parent one. This adds capability of metalearning of metalearning and so on.

4.4 Adaptability Across Environments

Let us assume, the seed AI acts optimally in task environment e1 which transitions
to environment e3 by combining with e2 in a certain way. By Eq. 1, there is a p1
corresponding to e1 in the representative language Up. If seed AI already learnt p1,
it needs to search for p2 corresponding to e2 which can be combined to form p3
and eventually esol3 which represents solution of e3. Thus, the seed AI effectively
reuses solutions of solved task environments to adapt to new task environments if
the search process is less costly for a given ν. Otherwise, it may directly search
p3 without reusing p1. In either case, the seed AI is capable of transitioning to the
new solution program when the task environment changes, based on utility derived
from action perception trace. Making an instance of seed AI callable from programs
constructed by the parent seed AI makes the search hierarchical. A task may be
automatically subdivided into subtasks and solved by child seed AIs and reused in
the solution found by the parent seed AI.

A practical embodied intelligent agent is born in a single continuous environment.
The embodiment itself serves as the internal environment for the seed AI of which
seed AI is a part. It might include several sensors, actuators, knowledge bases, other
soft skills etc. Sensors, actuators may be physical or virtual, but they are meant
to communicate with the environment outside embodiment. However, there should
be a task in its internal environment which should give the agent a drive for its
intelligent behavior. It is solely an internal task within the embodiment. The root
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Fig. 2 Illustration of an embodied general intelligent agent

level seed AI communicates with this task environment and tries to search for the
optimal solution. Now the question is what should be this task? This task can be
anything for any arbitrary embodied agent, depending on the objective the agent is
created to serve. For a general intelligent agent, the task can simply be “act optimally
using all functional components present in the internal environment” or “strive to
maintain a homeostatic condition of internal environment”. This gives an internal
drive for the agent. The internal environment can be influenced and changed by
external perception signals which indirectly effects the drive of the seed AI. But in a
general intelligent embodied agent the seed AI never communicates with the external
environment which makes it impossible to control directly by an external being.

Though creating an internal task environment for a general intelligent agent may
sound simple yet it is an engineering challenge. The root task may consist of multiple
tasks and components. Actions and perceptions need to be properly routed between
subtasks and seed AI. Some perceptions may get priority over others or multiple
perceptions may get merged and transformed. For example, a physical damage in
any part of the agent may generate a strong punishment signal irrespective of the
task in which the seed AI is currently engaged.

Figure 2 Illustrates an embodied agent constructed using seed AI. The root task
represents the primary task in the internal environment of the agent which may
consist of multiple subtasks. Some subtasks may in turn communicate with external
environment. The seed AI communicates with the root task and searches for solution.

4.5 Recursive Improvement

Self-improvement by self-modification of an intelligent agent is necessary to adapt
across environments and continue acting optimally [19]. Arguments provided byHall
establishes the usefulness of self-improvement in achieving universal intelligence
and renders the bootstrap fallacy as generalization of experience with brains and
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systems below the level of universality [20]. The seed AI is just a program synthesis
and scheduling algorithm which makes it a synthesizer, selector and evaluator of
specific programs. Due to this property, self-modification is inherent to seed AI. If
a specific program solves a specific task it is going to get maximum time allocation.
On changing the task environment, the seed AI will eventually shift time allocation
to some other program which serves as the solution for the new task.

Recursive self-improvement requires improving the self-improvement algorithm
itself, aka the seed AI. Recursive self-improvements can be found by creating a task
environment using the seed AI itself. Let us consider a task environment eξ , where
ξ denotes an instance of seed AI. eξ can run another instance of seed AI ξ ′ with any
ν, f, g and σp when interacting with ξ , considering ξ can generate/modify arbitrary
ν, f, g and σp inUe which serves as parameters for ξ ′. eξ generates a positive reward
if the fitness or utility of instance ξ ′ exceeds all previous fitness when measured with
ν with which ξ is running. Considering ξ is also running within eξ , eξ generates
reward if ν

(
ξ ′) > ν(ξ). ν(ξ) measures the utility of ξ with respect to the root task.

ξ ′ can be represented by a program generated by ξ while interacting with subtask eξ .
Increment of the utility of ξ in general indicates improvement of ξ itself. ν can be a
function whose one component can represent future expected reward which makes
one of the goals of ξ is to maximize total future expected reward with respect to root
task. If eξ is a part of root task then finding self-improvement of itself is a part of the
goal of ξ . In such scenario, if ξ ′ performs better than ξ with respect to root task in
general then ν(ξ ′) > ν(ξ). Getting rewards for ξ ′ from eξ positively reinforces the
value of ν(ξ ′) and its fitness gradually increases. As fitness of ξ ′ increases ξ allocates
more time to ξ ′ and it may eventually converge to a limit. Thus, it essentiallymeans ξ ′
evolved as the improved version of ξ and occupies major share of the execution time.
This can happen recursively until no further improvements are found with respect
to root task. Making the agent a part of the environment itself imparts the ability
to self-modify [21]. Thus, the trick of achieving recursive improvement is making
the solution part of the problem environment such that improvement of the solution
can be automatically found by solving a task environment which essentially asks for
improvement of the prior solution.

4.6 Agent as Environment

After introducing a structure of seed AI, naturally a question arises—What consti-
tutes an intelligent agent? Is it the seed AI? No! The agent is the environment or
rather the internal environment of an embodied agent of which the seed AI acts as a
controller or integrator. An embodied agent may contain several sensors, actuators,
internal knowledge base, reasoning capability etc. All having some functional inter-
faces along with some subtasks to train the agent to use these capabilities. The agent
has a root task which gives the internal drive to do everything what an agent does.
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Acting optimally against the root task may reuse solution programs for individual
subtasks and integrate them with other programs. Interaction with external environ-
ment is optional, yet to make an agent useful in real world it is necessary. Commu-
nication with external environment is carried out with functionalities available in
the internal environment of the agent. The embodied agent may be supplied with
various inbuilt capabilities to act optimally against external environment and the list
may be augmented from time to time. The seed AI achieves autonomy by learning to
integrate and control the functional capabilities available within the embodied agent
so as to make it useful in the external environment.

5 Seed AI Implementation with Universal Search

This section briefly describes a probable implementation roadmap of the seed AI
using universal search. However, there can exist multiple different other approaches
for constructing a seed AI. For example, a variant of evolutionary algorithm might
also act as a seed AI as there are many structural similarities between the two.
Universal search [12] is an asymptotically optimalmethod to solvemachine inversion
problem or time limited optimization problem. A wide variety of computational
problems can be either transferred to machine inversion problem or time limited
optimization problem [22]. The search process generates and tests arbitrary programs
in the order of levin complexity until a solution is found for machine inversion
problem or some time limit reaches for time limited optimization problem. The
following expression states the Levin’s complexity, where time(p) is runtime of p
inM.

KtM(y) = min{l(p) + log(time(p)): l(p)
= length of p andM(p) = y} (9)

It can also be re-written as following where P = 2−l(p) is probability of program
p, considering p can be represented by bit strings.

KtM(y) = min

{
log

(
time(p)

P

)}
(10)

Structurally seed AI and Universal search is quite similar. Universal search
consists of a generator, selector and an evaluator function. It generates a program
by combining two programs. It repeatedly selects a program based on program
probability and tests with certain time allocation proportional to program probability.



Towards Formalization of Constructivist Seed AI 73

5.1 Programming Model

Universal search constructs programs using a programming model. A functional
dataflow graph-based programming model has been used for this purpose. The
functions are represented by nodes, dataflow by edges and programs by directed
acyclic graphs. Programs are constructed by composing functions. The details of the
programming model can be found here [15]. The programming model is equipped
with a set of primitives, aka the generator set. Programs are constructed by arbitrarily
composing functions from this generator set.

5.2 Metasearcher

The metasearcher is the physical implementation of seed AI using universal search.
The metasearcher implements the synthesizer, the fitness function and the evaluator.
The evaluator serves as the interpreter of the programming model. The following
functions demonstrates the implementation of each of the sub methods of the seed
AI. The metasearcher generates a search graph to solve a problem environment. The
search graph consists of a cluster of generated programs in the programming model.
Individual programs are executed, perceptions from environment are recorded and
reward signals are extracted for each program. The sequence of rewards constitutes
the output trace of each program which in turn is used to update the fitness. The
search graph loosely resembles a model of the problem environment which can be
used to estimate expected reward on executing a sequence of actions as defined by a
specific program graph.

The fitness of a program is calculated by the program probability which in turn
indicates the fitness of a search graph. The maximum fitness among all programs in a
search graph denotes the fitness of the search graph itself. The program probabilities
are assigned and updated in the same strategy as mentioned by Paul et al. in [15].
Program probability distribution is updated incrementally based on the sequence of
rewards received by individual programs. Probability distribution is updated using
gradient ascent so as to maximize the total future expected reward, as defined by the
objective function J (p). xk is a program in search graph with index k, i ′ represents
the horizon and p(ri |xk) represents conditional probability for gaining reward ri
when program xk is extended to xi .
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The Metasearcher Algorithm

The synthesizer selects program graphs (x) from search graph based on fitness and
extends it by adding another selected function node (y). The σ(., .) is the composition
operator which composes two program graphs and produces a third program graph.
If the new synthesized program is not semantically redundant it is added in the
search graph and resultantlymodifies it. Semantically redundant programswith lower
fitness are not added to the search graph to avoid the problem of over representation
[15]. The synthesizer implements the natural transformation ηF in the seed AI. The
evaluator selects the optimal program graph from the search graph, based on fitness
and evaluates it using the interpreter of the programming model. The evaluator is
allocated a runtime proportional to the fitness of the program graph, where c is a
predefined constant value and 0 < c ≤ 1. If the runtime of the program exceeds the
allocated time, it is interrupted else the program is marked as executed and runtime
(Tr ) is recorded.

The metasearcher implements the main body of the seed AI using the helper
functions fitness, synthesizer and evaluator. The metasearcher is executed in phases
and in each phase a specific total runtime is allocated (TR). Once the total allocated
time is consumed it is doubled in each subsequent phase and this continues until the
maximum age (Tlimit) is reached.



Towards Formalization of Constructivist Seed AI 75

6 Case Study

Experiments are conducted with the prototype in a heterogenous maze environment.
Figure 3 illustrates the maze environment. The prototype acts as an agent in the
maze environment whose objective is to traverse through the cells in the maze and
reach the goal state. The rewards and images of direction in the vision zone helps
guiding the search. This is a resettable environment and the agent is initially placed
in [0,0] cell. Five actions are allowed in the environment, each shifting the agent in a
specific direction. Namely, 1—front, 2—left, 3—right, 4—back, 0—return current
cells observation. The vision zone returns base64 encoded image of the direction of
the goal state. The agent searches through the program space and finds a program,
executing which would generate sequence of actions to lead the agent to the goal
state.

The task environment and components external to the programming model are
implemented as microservices, as stated in [18]. All the microservices are configured
to take an action request as input and returns observation, reward pair as output. The
agent interacts with these microservices through an interface which serves as root
task environment for the agent. The following functions are used as generator set for
the metasearcher. iW, 1.K, 2.K, 3.K, 4.K, maze, ocreco, lp. The maze and ocreco are
composite node functions. Each contains a similar program graph as illustrated in
Fig. 4a. For ocreco the node maze.K is replaced with ocreco.K. The composite nodes
act as functions to interact with the maze task and OCR component. The maze node
sends the input argument as an action to the maze task and returns the observation.
The cumulative reward obtained by running a program is used by the fitness function
to update the probability distribution. The ocreco node takes an image encoded in
base64 and returns the identified character in it. For any other input it returns 0.
Table 1 enumerates the description of primitive function nodes used in solving the
maze problem. Figure 4b. illustrates the program graph found by the metasearcher.

Fig. 3 Maze environment a reward distribution. The grey cell is the goal state. Cells containing 1
generate − 0.5 punishment. All other cells generate reward as specified in the illustration. b The
grey region denotes the vision zone. Each cell in the grey region returns a base64 encoded image
of the number specified as observation. All other cells return 0 as observation
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Fig. 4 Solution program graphs a program graph for themaze composite node. b Solution program
graph found by the metasearcher for the maze problem environment

Table 1 Primitive function node descriptions

Node name Description

id (identity) Takes any input and returns the same

a.K (constant) Takes any input and returns a constant value a

ac (actuator) Takes any input and execute it as an action in the environment. Returns
the modified environment

sn (sensor) Takes environment as an input and returns the observation sensed from
the environment

wm (worldmerger) Returns the 1st argument as-is embellished with the environment object
received as the 2nd argument

iW (initial world) Initializes the environment and returns 0 embellished with the
environment

lp (loop) Executes the parent program graph for n times, where n is received as 2nd
argument

There is a pattern in the solution which has been identified. The movement pattern is
repeated 4 times in a loop to reach the goal state. The solution program took direct
movement actions in the maze environment as well as used the OCR component
where necessary, to solve this heterogenous problem environment optimally.

7 Conclusion

The presented formal architecture of seed AI provides a guidance to implement any
general intelligent system. It has been proved that the presented model of the seed
AI is theoretically capable of finding a solution for any solvable task. The seed AI
algorithm states that a properly designed synthesizer of arbitrary computation logic
and a scheduler is sufficient to achieve general AI. This alleviates the problem of
finding an AGI system design from scratch through different approaches, as any
system could evolve into AGI system if they are structurally similar to the seed AI.
The seed AI guarantees to achieve generality by adapting across different solvable
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task environments. It has also been discussed how the seed AI could achieve different
properties of general intelligent systems, like learning, self-improvement, construc-
tivism etc. An implementation roadmap of the seed AI is also demonstrated and the
developed prototype is experimented in a toy problem. However physical implemen-
tation of a full-fledged general intelligent system is still an engineering challenge,
specially designing an appropriate fitness function, the core internal components,
the subtask environments and the root task. Multiple subtasks need to be designed
based on situatedness of the system which would allow communicating with the
external environment. On principle the seed AI should be able to generate subtasks.
But its engineering setting, feasibility and applicability needs to be investigated. The
limitations of the seed AI in an embodied agent also needs to be investigated.
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The Effective Learning Approach
to ICT-TPACK and Prediction
of the Academic Performance of Students
Based on Machine Learning Techniques

T. Saravanan, N. Nagadeepa, and B. Mukunthan

Abstract Objectives: To analyze and compare different techniques of machine
learning for the student’s academic performance to find an effective learning envi-
ronment (ICT-TPACK). Methods: A descriptive study design was adopted among
3000 BCA and B.Sc. (computer science) students from various locations at Bharathi-
dasan University affiliated colleges in the Karur region, Tamilnadu, India. The data
was collected through internal marks from June 2019 to April 2021. The internal
mark or grades are calculated for the time of submission of the assignment, atten-
dance, evolution of internal examination answer script,MCQ test, and student’s study
seminar. Findings: This research paper was analyzed for ANN, LSTM, MLP, and
our proposed methods (IP-LSTM). The proposed algorithms (IP-LSTM) can better
reflect the academic performance of the students; With the LSTM method, some
information can be forgotten. Our proposed method achieves 91% accuracy and 94%
recall, which outperforms the other methods. Novelty: Introducing a new algorithm
in ML-called IP-LSTM for knowing the effective learning techniques to improve
students’ academic performance to create an effective environment for learning.

Keywords ICT-TPACK · Machine learning · Algorithm · MLP · Student’s
academic performance

1 Introduction

Themany researchers go to great lengths to improve student performance for various
purposes, such as identifying students at risk, ensuring student loyalty, assigning
courses and resources, and much more [1]. The goal of this paper is to forecast
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student success based on a variety of academic and demographic factors. Machine
learning algorithms may be used to forecast a student’s performance and identify
pupils who are in danger, allowing appropriate action to be taken to enhance that
student’s performance [2]. As a result, multiple machine learning approaches are
employed to develop the model and forecast student performance in this study work.

This research has a minor student record to investigate the outcome. This research
used a survey methodology to collect the data set and build the model. The student
data set is collected by the Faculty of Computer Science, Department of Computer
Applications. This data set contains information on 3000 students. This research
follows various activities to create, normalize, and examine the results from the data
sets such as data acquisition, preprocessing, identification of evaluation patterns, and
output generation from five machine learning models including proposed IP-LSTM
methodologies. The main objective of the research is to find the best model and
analyze the results [3].

The LSTM architecture is a kind of sophisticated recurrent neural network (RNN)
It makes use of an input gate, a forget gate, as well as an output gate as part of its
triggering mechanism These gates aid in determining if whether data within the
present state should be regarded or if it should be retained in the preceding state. As
a result, the LSTM mechanism contributes to the solution of the long-term storing
information problem and extinction gradient problems that traditional RNNs face.
The powerful capabilities of LSTMs to extract information fromdata are an important
part of data classification. The scope of LSTM[4] has significantly increased in recent
years, and numerous academics have proposed a variety of approaches for updating
LSTM to enhance its accuracy.

2 Related Works

Using socio-demographic and academic characteristics, [5] developed built a model
to predict the academic achievement of incoming pupils with the use of data mining
methods, the naive Bayes classifier, as well as Rapid miner tool, which the author
created a model that was over 60% accurate. His model was used to predict how
well the next generation of kids will do academically. Nominal as well as numerical
data types dictated which classification algorithms were studied. These included k-
NN, IBk, decision trees, as well as naïve Bayes. The latter, according to previous
research,mayprovide the greatest results. Singh et al. [6] evaluated howwell previous
academic achievement, entrance examinations, aswell as interviewsmay help predict
progress in a medical school. 706 university students from three cohorts were evalu-
ated on their overall performance of Queensland’s four-year graduate-entry medical
program was studied. The GPA, graduate Australian medical school admissions
exam scores, as well as interviews score, were all taken into account in the selec-
tion process. All assessments included questions about students’ academic progress,
in first and fourth-year assessments, as well as in individual written, ethical, and
clinical components. Fei and Yeung [7] presented the process of creating multiple
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intelligences-based student profiling as well as learning and effective methods to find
the most relevant traits for engineering students’ academic achievement. The foun-
dation for two surveys which were completed with 618 undergraduate engineering
students to determine their student profiles was established and was separated into
eight dimensions for each of the two constructions. Instructors may utilize the defi-
nition of relevant metrics to assess their pupils’ cognitive abilities, emotional, as
well as self-regulation profiles in terms of the implementation of successful teaching
practices in their classrooms.

Qu et al. [8] used a decision tree method using parameters such as information on
academic performance as well as extracurricular activities of students to investigate
a student’s academic performance. We obtained data on 22 students enrolled in a
private higher education institution in Oman who were enrolled in the spring 2017
semester and were studying at the undergraduate level. The suggested work will help
students and improve their results in the module. Assisting stakeholders, with the
analysis and evaluation ofmodule delivery and outcomes.Both at the institutional and
module levels, early identification and solutions are possible. This research examined
data from students’ activity as well as performance in a level 3 module of a Middle
East College computing degree courses. This study utilized data from the spring of
2017 and a sample of 22 undergraduate students enrolled in the program in question.

Rodrigues et al. [9] addressed the online tutorial gap by analyzing a wide sample
of tutorials against numerous characteristics of pedagogical efficacy developed from
the learning sciences and education literature. Examined what and how learners were
taught in 30 popular and different online coding courses. Tutorials typically taught
identical information, were structured bottom-up, and gave goal-directed activities
with instant feedback, according to the findings. Brinton et al. [10] introduced a novel
prediction method for assessing student performance in academia. It was developed
utilizing both classification and clustering methods and evaluated in real time on
a student data set from numerous academic subjects at Kerala’s higher educational
institutes in India. The findings show that its hybrid procedure, which combines
clustering and classification techniques, produces considerably greater results in
terms of accuracy in predicting student academic achievement. Cui et al. [11], the
author introduced a novel prediction method for assessing student performance in
academia, which was built using both classification and clustering approaches and
tested in real time using a student data set from several academic disciplines at
higher educational institutions in Kerala, India. The findings show that the hybrid
method, which combines clustering as well as classification techniques, produces
considerably greater results in terms of accuracy in predicting student academic
achievement.
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3 Methodology

3.1 ICT-TPACK Pedagogical Methods

The TPACK framework identifies the different categories of knowledge that instruc-
tors need to properly incorporate technology into their courses. It suggests that
instructors should understand the links between technology, pedagogy, and material.
Specifically, how various domains of knowledge interact and impact one another
in distinct and specific contexts [12]. In terms of technology-assisted teaching, it
appears that it has an impact on not only what we teach but also how we teach. In
the early 2000s, this concept was popular, and scholars were working on variations
of it [13, 14].

In educationwhich entails the involvement and adoption of general components of
information and communication technology. These concepts and application of ICT
in learning and teaching demand a new learning environment to effectively harness
the power of ICT to improve learning. ICT has the potential to transform the nature
of education like where, when, how and the way learning takes place. It will facilitate
the emergence of responsible knowledgeable society emphasizing lifelong learning
with meaningful and enjoyable teaching and learning experiences; the move from
reproductive model of teaching and learning to an independent, autonomous learning
model that promotes initiatives, creativity, and critical thinking within dependent
research. Learners are expected to collect, select, analyze, organize, extend, trans-
form, and present knowledge using ICT in authentic and active learning paradigm.
Teachers are expected to create a new flexible and open learning environment with
interactive, experimental, and multimedia-based delivery system. ICT helps teachers
and learners to communicate and collaborate without boundaries, make learners
autonomous and allow teachers to bring the whole world into classroom activities,
especially the concept of online programs. It is ultimately important to understand
the roles of ICT in promoting educational changes. A basic principle is that the use of
ICT changes the distribution and ownership of information resources in the space of
teaching and learning and thus changes the relationship among educational partici-
pants. While designing any innovative teaching and learning environment using ICT,
the teacher should always keep the learning at the center of all activities, pedagogy
should be at the heart; and integration of pedagogy-technology should be the central
focus. Figures 1 and 2 represent the learner’s roles and curricula and delivery [15,
16].

3.2 LSTM in TPACK

TPACK is the framework that is nothing but the knowledge needed by the teacher
for the best pedagogical practices. The main role of this work is to improve effective
teaching and learning skills, so this work proposed the LSTM in the pedagogical



The Effective Learning Approach … 83

Changes in Learners Roles

From To

Reproducer of knowledge Producer of Knowledge

Passive Learner Ac ve Learner

Dependent Learner Autonomous Learner

Solitary Learner Collabora ve Learner

Fig. 1 Roles of learner’s

Fig. 2 Roles of curriculum and delivery

part. Because pedagogy has the power to improve the skill of the students and make
them independent in the future with the effective knowledge [17]. It fully depends
upon the way of teaching and methods used for teaching. Here, LSTM is used to
improve the pedagogy that is the LSTM can predict the benefits of students in the
future based on the teaching methods [18, 19].

By using the LSTM, the teacher can predict the output and it will help the teachers
to change the way of teaching method to improve the student skills.

Deep learning employs a synthetic recurrent neural network architecture known as
long short-term memory. For the first time in a neural network, LSTM has feedback
connections instead of only forward connections. It can handle both whole data
sequences and single data points. LSTM networks are well-suited to categorizing,
processing, as well as predicting univariate time series, since significant events in
time-series data may occur at indeterminate intervals. LSTMs were developed to
address the issue of vanishing gradients that may arise when standard RNNs are
trained.
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LSTM networks are a kind of recurrent neural network, and it can learn order
dependence in sequence prediction problems. The benefits of deep learning LSTMs
are a difficult concept to grasp. Understanding the notion of LSTMs and how words
like bidirectional and sequence-to-sequence relate to the area may be challenging
[20].

• From multiple perspectives, the LSTM model has a collaret over the recurrent
neural network and traditional feed-forward neural networks. This is due to their
ability to remember specific designs for extended periods.

• With intricate regions, LSTM deep learning has a place. Getting your head every-
where to long short-termmemory is far from a simple task. It manages algorithms
that attempt to work in the same way as the human cerebrum while avoiding
covering the basic connections in the given sequential data.

LSTM is mainly composed of cell state and three gates [4]:

• Forget gate
• Input gate
• Output gate.

The LSTM’s memory is the cell state, which is updated by the forget gate and
the input gate. In essence, the forget gate specifies what should not be stored in the
memory, while the input gate specifies what should be stored there [21].

• The forget gate determines which pieces of information are irrelevant and should
be ignored. The previous hidden state as well as the current time step make up
the forget gate.

• What information should be included in the cell state is determined by the input
gate. It is made up of both the previous hidden state and the current time step.
The input gate considers two functions: the first uses a sigmoid function to filter
the previous hidden state as well as the current time step.

• The output gate generates a new hidden state. The output gate uses the previous
hidden state as well as the current time step, which is filtered using a sigmoid
function. In parallel, the current cell state is extracted and filtered using a tanh
function; both outputs are then combined to generate the new hidden state.

3.3 Prediction Method

We provide a strategy for predicting student academic achievement, as well as the
attention process, in this part. With an ANN, MLP, multilayer LSTM, and proposed
methods, the algorithm can accurately represent how pupils learn and absorb infor-
mation. A better prediction may be gained by modifying the weights of the ANN
neural network and IP-LSTM.
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3.4 Artificial Neural Network

An ANN is made up of a huge number of processors that work in parallel and are
stacked in layers. The raw input information is received by the first layer, which is
equivalent to the optic neurons in human visual processing. In the same manner, as
neurons farther away from the optic nerve get signals from those closest to it, each
succeeding tier receives the output from the layer before it, rather than the raw input.
The system’s output is produced by the final layer.

Artificial neural networks are known for being adaptable, which means they
change as they learn from their initial training and deliver more information about the
environment in the future runs. Weighting the input streams, which is how each node
weights the relevance of incoming data from each of its predecessors, is the simplest
fundamental learning model. Inputs that help you achieve the proper responses are
given more weight.

Even though the study’s emphasis was on students’ mental abilities, it turned out
that this model presented a novel method to tackling technical problems that were not
related to neurobiology. Clustering, pattern recognition, function approximation, and
prediction systems have all used neural networks. There aremanyANN architectures
available. Feed-forward, feed-backward, single-layer, recurrent, radial basis function
network, and self-organizing maps are examples of these. So ANN will also be the
best model for analyzing the academic performance of students.

3.5 Multilayer Perception

A multilayer perception (MLP) is a kind of artificial neural network that has many
layers. It is made up of many perceptions. They are made up of an input layer that
receives the signal, an output layer that makes a judgment or prediction about the
input, and an arbitrary number of hidden layers in between that comprise the MLP’s
real computational engine. Any continuous function may be approximated using
MLPs with one hidden layer.

Multilayer perceptions are often used in supervised learning problems: they are
trained on a collection of input–output pairs and learn to predict the correlation
(or dependencies) between the inputs and outputs. To decrease error, the model’s
parameters, orweights andbiases, are adjusted throughout training.Backpropagation
is used to change the weight and bias about the error, which may be quantified in
several methods, including root mean squared error. Hence, this is also one of the
best algorithms to analyze student performance.
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3.6 Multilayer LSTM Neural Networks

We employ a multilayer neural network LSTM to predict as well as reflect student
academic achievement. TheLSTMneural network is capable of remembering critical
information as well as forgetting irrelevant data. He overcomes the issue of gradient
attenuation as well as gradient explosion in RNNs while dealing with extended
sequences. An LSTM is made up of three gates: an input gate, an output gate, as well
as a forget gate [22]. The gateway adds serial data, whereas the forgetting gateway
consciously forgets the preceding node’s information. The output gate specifies the
data that may be transmitted to the next node.

A multilayer LSTM network is composed of three layers: (1) an input layer, (2)
hidden layers, (3) hidden layers, (4) hidden layers, as well as (5) an output layer, in
that order. Our LSTM employs a five-layer architecture, with three hidden layers in
each of the levels.

4 Proposed Methods

We employ an IP-LSTM to this part will mine sequential patterns as well as create
pattern adapters to underline the importance of critical behavioral data. Because the
forget gate is used by LSTM devices and is programmed to delete any outdated or
incorrect behavioral information, certain crucial additionally, behavioral data may
be lost. Sequential patterns, on the other hand, include crucial behavior information
that is shared by most sequences and might [23] increase the relevance of data.

There is no difference in performance between students who pass or fail the test.
Students who failed the examination should be used as an example to ensure that
its sequential patterns seen in students who failed the exam are rare in students
who passed it. Otherwise, this accuracy of sequential pattern prediction will suffer
significantly. When it comes to multi-classification sequential pattern prediction, the
GSP method has flaws. As a result, we present IP-LSTM, an enhanced GSP method.

Equations (1) illustrates the steps involved in computing the output (7). The
preceding unit’s outputs ht−1 and xt are used to create the new memory Ct . Before
forgetting the gate f t , the input gate manages the new memory’s retention, the forget
gate f t regulates the retention of Ct−1, as well as the output gateOt regulates its final
memory’s output.
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it = σ(Wi xt +Uiht−1 + bi ) (1)

ft = σ
(
W f XtU f ht−1 + b f

)
(2)

ct = tanh(W2Xt +Uzht−1 + bz) (3)

Ct = it ∗ zt + ft ∗ Ct−1 (4)

Ot = σ(WoXt +Uoht−1 + VoCt + bo) (5)

Ct = tanh(Ct ) (6)

ht = Ot ∗ tanh(Ct ) (7)

The time step in the input sequence is used when it is essential. x, and tries to are
the LSTM cell’s input, output, and cell state, respectively [24]. The forget selection
vector is f . The input selection vector is denoted by the letter i. The weight variables
in the forget, input, and output gates are Wf , Wi, Wc, and Wo. The bias variables
in the forget, input, and output gates are bf , bi, bc, and bo. The sigmoid function is
denoted by (). The hyperbolic tangent function is denoted by tanh (Ct). (*) indicates
element-by-element multiplication.

This last layer of LSTM produces the prediction output. The output gate produces
the hidden state, and then, the output layer produces the output of the current
timestamp by applying the Softmax activation on the hidden state Ht .

Output = Softmax(Ht )

Hence, the output layer produces the prediction output by using the Softmax
function. With the help of the output gate and the output layer as well as the long-
term memory, it obtains the result Ht . To get it as a current timestamp output use the
Softmax function, this will display the independent learner as an output. By using
the LSTM, the pedagogical will be improved by getting the future results of a learner
based on the current role of learner and depending on the teaching methodology.
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Algorithm 1. Proposed Student Prediction Model (Improvement pedagogical 
Long-Short Term Memory (IP-LSTM))  
Input: 
Tik: The set of candidate sequential patterns in the kth iteration of classification i 
Pik: The set of frequent sequential patterns of classification i 
V: The range of values for the feature sequences 
rr and ar Adjustable parameters to control for the accuracy and recall of obtaining 
sequential patterns 
Output: 
CPi The classification sequential patterns of classification i 
// generating candidate sequential patterns with a length of 1 according to the range 
of values in the sequences 
Step 1: Til← Initialize () 
//If the recall (RCCi) of candidate sequential pattern f in Til is greater than rr, then f
is added to Pi1
Step 2: for (f ∈ Til) 
Step 3: if (RCCi (f) >= rr) 
Step 4: Pi1← Pi1∪ f 
Step 5: for (k = 2; Pi,k−1 ≠ ø; k++) do 
// For sequential patterns of length k−1 satisfying rr, candidate sequential patterns 
of length k are generated. 
Step 6: for (f ∈ Pi,k−1) 
Step 7: for (v ∈ V)
Step 8: Tik = Tik∪ Con (f, v) 
//The function Con connects the sequence f and value v 
Step 9: endfor
Step 10: endfor 
//If the RCCi of candidate sequential pattern f in Tik is greater than rr, then f is added 
to Pik
Step 11: for (f ∈ Tik)
Step 12: if (RCCi (f) >= rr) 
Step 13: Pik← Pik∪ f 
//In the sequence satisfying the recall requirement of classification i, if the accuracy 
of prediction (ACCi) in all classifications is greater than that of ar, it is added to the 
final 
Step 14: result CPi. 
Step 15: CPi = CPi∪ {<{ f }>| f ∈ Pik, ACCi (f) >= ar} 
Step 16: endfor 
Step 17: return CPi 

We can use the IP-LSTM algorithm to get many behavior models, which are
the corresponding pattern adapters. For sequential patterns, we can construct an
n-dimensional vector, where there are n patterns. A sequence of functions will corre-
spond to these sequential models separately. If the match is successful, the corre-
sponding vector position is 1. If thematch fails, the corresponding vector position is 0.
A student’s behaviors can turn into n-dimensional vector via pattern adapters, which
can be trained by a simple neural network to predict student academic performance.



The Effective Learning Approach … 89

4.1 Tools of Data Collection

In this part, we present the data set and detail the characteristics that were retrieved
from it. After that, the distribution of data is discussed in detail. The information
comes from a course named ‘CS as well as BCA BDU Core papers’, which ran from
2017 to 2020 and was taught in English. 3250 students took part in this study in total.
The course comprises an MCQ exam, assignments that must be submitted within a
certain time frame, attendance percentages, as well as an internal test. The students
were required each unit-wise calculate academic performance.

4.2 Evaluation Metrics

The accuracy, F1-score, precision, as well as recall of the models employed in the
experiment were all assessed using four different assessment criteria. These are the
parameters that are specified as follows:

Precision = TP/TP + FP (8)

Recall = TP/TP + FP (9)

F1 Score = 2 ∗ (Precision + Recall)/(Precision + Recall) (10)

True positive (TP) is the amount of information categorized as positive within the
data tagged as positive in Eq. (8) ,as well as (8) true negative (TN) is the number
of data classed as negative within the information categorized as negative [22, 24].
False-negative (FN)data are those categorized as negative butweremarked as positive
within the data set, while false positive (FP) data are those classified as positive and
were tagged as negative in the data set [25]. The recall is the percentage of documents
labeled as positive by the system out of all positively tagged data in the real world.
Precision is defined as the proportion of documents labeled as positive by the model,
and F1-score is defined as the average of precision-recall [22].

5 Results and Analysis

As seen in Table 1, the MLP approach with global parameters has a maximum
accuracy of 75%. The accuracy of amultilayer LSTM technique is 89%. The findings
indicate that suggested algorithms (like ANN as well as multilayer LSTM) may
more accurately represent students’ learning processes as well as provide accurate
predictions. In the MLP technique, the value of the variable of global feature would
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Table 1 Analogies as well as contrasts between our technique as well as other methods MLP is an
abbreviation for multilayer perception

Model ANN MLP ML-LSTM Proposed

Accuracy (%) 86 72 89 91

Epoch 5 15 15 20

F1-score (%) 88 77 88 90

Recall (%) 85 75 92 94

Precision (%) 82 70 89 90.5

ANN artificial neural networks, ML-LSTM multilayer LSTM, and proposed methods

be the same for distinct behaviors. The proposed method achieves an accuracy of
91%.

The MLP model demonstrates that it retains a low specificity of 70%. Finally,
up to epoch 10, the suggested model displays a sharp rise inaccuracy, which then
stabilizes after epoch 15. ANN, MLP, as well as multilayer LSTM performance,
varies as the number of epochs grows while data size is set at 15 k, as seen in figure
below. To demonstrate, how accurate it is, see Fig. 3. Up until epoch 10, the ANN
model exhibits a decreasing accuracy rate of change, but beyond that point, accuracy
remains constant. Up to epoch 15, the multilayer LSTM model improves accuracy.
After that, the rate of improvement remains steady. The performance of the model
changes as a data volume is fixed at 15 K.

The F1-score is shown in Fig. 4. The F1-score was seen in the ANN, multilayer
LSTM, as well as suggested models, but only the MLP model demonstrated that the
speed of change did not stabilize. The efficiency of ANN, MLP, multilayer LSTM,
as well as the suggested model varies as the number of epochs grows. When the data
size is set at 15 k.

The model developed in this study outperformed previous models in terms of
performance, as well as accuracy grows as data quantity and training data increase.
Existing models suffer from data loss and long-term dependence issues as data size
increases. This method fixes such issues. Because it takes more training data as well
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as practice time than the previous models, the newmodel has just one drawback. Text
classification in current years has become a representative area of sentiment analysis
[26] as well as text classification for specialized disciplines, despite this constraint.
However, despite this limitation, text classification may be successful in classes that
need a large amount of training data (which require more inferences). Because the
F1-score was also not optimized, it is proven that MLP’s accuracy is much lower
than other models employed in the experiment. This is because the data is a cate-
gorization of sentiment that includes both positive and negative values. Because the
categorization standards are unclear, it is been determined that the learning process
has not been completed. Due to recent advances in text categorization, the present
multi-class MLP cannot be used for sentiment analysis.

The accuracy and recall are shown in Fig. 5. Although proposed methods The
LSTM approach may cause some material to be lost since it may better represent
students’ learning processes. LSTM and behavior pattern methods were used to
depict the process of learning as well as emphasize the significance of essential
information. Our technique outperforms the competition with a 91% accuracy rate
as well as a 94% recall rate.

Fig. 5 Performance of models accuracy vs recall
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6 Conclusion and Future Work

TPACK is one of the frameworkswhich visual composition and interactivity also play
a role in effective learning. The TPACK combine with the machine learning tech-
nique (IP-LSTM) to predict the better results.Wewant to see how the learning process
affects college success, and that’s why we are doing this study. To predict student
academic achievement, researchers built a system including an attention mechanism
that incorporated data preprocessing, a technique we presented, as well as an LSTM-
based neural network. IP-LSTM neural network was utilized to represent students
learning processes as well as essential information relevance. In forecasting student
achievement, our technique has a 91% accuracy rate as well as a 94% recall rate.
As a result, our research contributes significantly to the body of knowledge on the
relationship between the learning process as well as student achievement. Devel-
oping an improved algorithm for forecasting academic achievement based on recog-
nized student profiles might be a worthwhile project in the future. This would allow
instructors to provide studentswithmore tailored and adaptable learning experiences,
whether they are in person or online.

Due to the advancement of new social media tools, there are possibilities exists to
develop the current ICT-TPACK enabled learning. Combination of cloud computing
machine learning and artificial intelligence in the existing information and commu-
nication technology environment will give more benefit for the learners’ community
as well as for the educators. Effective learning can be achieved by many ways. This
research work can be further enhanced by the application of student’s factors such as
personality, intelligence, emotional intelligence, social intelligence, socio-economic
difference, and learning style difference.
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Verification of Iris with Consideration
of Constraints

Sayan Das and Biswajit Kar

Abstract In recent days, identification of people has long been an attractive target
in automated reliable way. Considering this scenario, nowadays biometric person
identification systems are extremely valued currently due to their terribly helpful
security applications. There are numerous biometric technologies; however, the iris
recognition system has been deemed the foremost reliable as a result of human irises
are distinctive and can’t be simply forged. One of the most used biometric recog-
nition systems is the iris recognition system. Earlier, several ways are considered
to improve the effectiveness of this systems. However, at the moment, the bulk of
present recognition systems severely limit the subject’s movement and make it sta-
tionary throughout the process for acquiring a good image, instead of the application
of an very precise algorithm for matching patterns utilized in the verification pro-
cess. Here, the various problems those are found during the iris segmentation and
verification process has been discussed. However throughout the verification pro-
cess, all presently on the market systems impose significant restrictions on subject
movement. The existing procedure should be further developed when the iris image
is not ideal, i.e., the image is taken remotely, in motion, with incorrect illumination
and low resolution.

Keywords Biometrics · Ideal iris · Non-ideal iris · Segmentation · Noise
removal · Threshold · Iris localization · Verification · Matching · Acquisition ·
Hough transform · Normalization · 1D log Gabor wavelet · Hamming distance

1 Introduction

Biometrics are machine-controlled strategies of recognizing an individual supported
physiological or behavioral characteristics [15]. Biometrics involves themeasure and
analysis of biological knowledge or traits of the human body resembling fingerprint
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analysis, hand geometry measurements, palm print pattern, nailbeds pattern, voice
characteristics, facial geometry, DNA pattern, eye retina pattern and iris pattern, and
out of them, iris picture verification is that the one that is simply a great system and
offers good efficiency and accuracy in distinctive people verification among the other
verification systems available. Therefore, the advantages of biometrics may be clas-
sified as follows: Universality—Each person should have several of these Biometrics
characteristics. Uniqueness—The biometric characteristics between two individuals
are unique. Stability—The selected characteristics must be invariable within a given
period of time. Easy to collect—The feature collection should be readily available. In
1987, iris recognition was first proposed by Flom and Safir [5]. In digital image pro-
cessing research industries, the analysis of the iris verification systems has achieved
a very nice growth. At present, iris verification system is an interesting research topic
for researchers. This identification systems have lots of applications and plays a very
important role in following areas, viz. managing the immigration access and records,
identification and verification of person crossing sensitive national or international
border, missing child identification, distribute welfare to right people, national iden-
tity card, etc.

2 The Iris

Iris is that the donut-shaped ring structure which is situated between pupil and sclera
of human eyes.

It is a musculature that controls the illumination coming into the eye, with tortu-
ous details that may be measured, resembling striations, pits, and furrows (Fig. 1).
The iris recognition biometric technology uses the measurable options of the iris
to form mathematical algorithms of the iris. The algorithms are then hold on and
later compared with new algorithms of irises given to a capturing device for either
identification or verification purposes [15].

Fig. 1 Closer look on iris
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2.1 Key Advantages in Using Iris Recognition are as Follows

There are very good calculation advantages of an iris pattern, because of its com-
pletely different structure varies between people [3]. The iris pattern is very stable
in a given era of time, as it is enclosed (yet outwardly visible) eye organ which
is well shielded from our atmosphere. Iris is a planar object. It shows good image
consistency in various angle of illumination. The localization of iris in a face is
an easy process as it is a part of eye. Mainly one can achieve good features from
its distinctive donut-shaped structure and size. The structure and the unique fea-
tures are formed by the 8th month of pregnancy and that’s why this verification
process is applicable to babies and children too. It’s complicated pattern will con-
tain several distinctive options resembling zigzag collarette, ridges, arced ligaments,
freckles, crypts, furrows, corona and rings [3]. Available industrial systems applies
John Daugman algorithm developed on 1995 [3] for identification of stationary iris.
Present systems restrict the subject movement throughout the verification and iden-
tification process, to get stable images of an iris. Researchers applies simple pattern
matching algorithms for the matching process. So, the prevailing procedure desires
any development once the iris image isn’t the best one, i.e., image is taken from
distance, in motion, improper illumination and low resolution.

3 Literature Survey

A reliable iris localization formula planned by Jan et al. [7] throughout which they
focuses on two primary noises, i.e., eyelids and eyelash occlusions. They found out
the pupil and iris boundaries to segment iris properly. Zhang et al. [20] proposed in
their work to reconstruct iris pixels those are occluded by eyelashes mistreatment
info from their non-occluded neighbors and reconstruct the information to generate
informative iris code. Shirke et al. [11] proposed to work with super resolution when
the images may be degraded because of absence of texture, blur or low resolution.
PurvaM. Barve, in his work, [16] focused on non-ideal iris pre-processing part where
the author developed an algorithm in pre-processing stage to handle the irises’ images
which are acquired in non-ideal way.

4 Iris Verification System

It has been shown that among various biometric processes, iris verification process
shows very good reliability, accuracy and performance.

A good iris recognition algorithm depends mainly on the proper segmentation of
the donut-shaped iris hence the reliability and accuracy increase eventually. Typically,
iris verification process comprises four modules, viz. segmentation of iris from an
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Fig. 2 Iris, pupil, eyelid
detection and iris code

image, normalization of the segmented image to polar representation, proper extrac-
tion of good features and matching of two iris patterns [9]. For real-time application,
the process time of the system ought to additionally consider. Iris code [15] is that the
hexadecimal representation of the iris, keep a 512-byte template as shown in Fig. 2.
Iris of an individual is generally of about 11 millimeter in diameter. In standard algo-
rithms, iris code has 3.4 bits of data per square millimeter. One can extract distinct
266 features from an iris image. In following sections, step-by-step iris verification
steps are discussed. The corresponding flowchart is shown in Fig. 3.

4.1 Iris Acquisition

This is the first and most important step in iris identification system. One camera is
used to acquire the image which is mounted between 90 and 300 cm far from the
person of interest. Then the high-definition multiple iris image shots are captured
[15]. Image generally taken by infrared camera, because infrared image will give
lucid patterns and blocks visible light reflections and as well as the illumination using
visible spectrum may make irritation to the eye which makes problem in proper iris
image acquisition. Image acquisition depends on the type of recognition technique
used and can be said that image acquisition can be defined as acquiring an image from
the subject of interest. For further processing, the captured image is then converted
into gray-scale image composed of shades of gray (neutral), varied from black to
white, where black represents the weakest intensity and white side represents the
strongest.
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Image Acquisition

Best Image shot Identification among the shots taken

Detection of Iris from acquired image

Pre-processing of iris image to remove noises

Segmentation of doughnut shaped iris

Normalization of the iris data

Extraction of features

Feature Selection

Matching Algorithm

Is Iris matches?Genuine Not Genuine

Fig. 3 Basic iris verification stages

4.2 Iris Segmentation

Iris segmentation is that the method to discover the boundaries of iris and pupil so
the donut-formed iris is often segmented from the image. There are some strategies
can be used for the segmentation, those are as follows:

• Circular Hough transform—The circular Hough transform [19] are often used to
deduce the donut-shaped iris by finding the radius and center coordinates of the
both, i.e., the pupil and iris regions.

• Hough transform for line for eye lid detection—Detecting the eye lids andmasking
them [15] will also reduce the unwanted edges and results in better accuracy of
recognition further.

• Daugman’s integro-differential operator—Daugman’s integro-differential opera-
tor [4] uses a circular integral to search for the parameters of circles formed where
the integral derivative is at its maximum. The integro-differential operator is mod-
eled as
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r = a cos θ + b sin θ (1)

(−(x − hl) sin θl + (y − kl) cos θl)
2 = al((x − hl) cos θl + (y − kl) sin θl) (2)

max(r, xq , y0)
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∣
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∮

r,x0,y0

Im(x, y)

2πr
ds

∣
∣
∣
∣

(3)

where Im(x, y) = Acquired eye image,
r = Radius to search for,
Gσ (r) = Gaussian smoothing function, and
s = Contour of the circle given by (r, x0, y0).

4.3 Normalization

Normalization has to be done because of the inconsistency of pupil radius due to
variation of light intensities and have to make donut-shaped iris image a dimensional
inconsistent to variation of intensity to make the donut-shaped iris a planar one.
Daugman’s rubber sheet model mainly used to perform this operation.

Daugman’s rubber sheet model—Using the Daugman’s rubber sheet model, the
iris region nullifying the effects of dimensional inconsistencies is represented. With
the help of this algorithm, polar conversion of the iris image is performed. Daugman
uses linear interpolation method to perform the same. It separates the donut-shaped
iris annular ring. This process eliminates pupil and the other non-interesting regions.

Daugman’s rubber sheet model [12] may be used to perform this operation. The
iris regionCartesian coordinates (x,y) representation is remapped into the normalized
non-concentric polar illustration by the use of the following mathematical model:

I (x(r, θ), y(r, θ)) → I (r, θ) (4)

with
x(r, θ) = (1 − r)xq(θ) + r x1(θ) (5)

y(r, θ) = (1 − r)yq(θ) + r y1(θ) (6)
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4.4 Feature Extraction and Encoding

Any of the following methods or multiple methods are combinedly used to extract
and encode the distinct feature:

• Zero crossings of the 1D wavelet
• Log Gabor filters
• Wavelet encoding
• Gabor filters
• Haar wavelet
• Laplacian of Gaussian filters

4.5 Matching

Matching technique is used to match the trial template with the reference template
to verify the genuineness. Several methods are there and out of some of them are
described below:

• The Hamming Distance (HD)—The HD algorithmic program measures the simi-
larity percentage between 2 bit patterns. Using the HD of 2 bit patterns, a decision
is made, whether two irises are same or they are different. If two bit patterns are
taken, i.e., pattern X and pattern Y, then, HD, is outlined as the sum of the XOR
between pattern X and pattern Y over whole number N within that bit pattern.

• Weighted Euclidean distance (WED)—Two feature templates are compared in the
WED, particularly if the template consists of integer values. Zhu et al. utilized this
method for matching the templates [18] and is specified as

Hamming Distance(HD) = 1

N

N
∑

l=1

Xl(XOR)Yl (7)

WED(k) =
N

∑

j=1

( f j − f (k)
j )

2

(σ
(k)
j )2

(8)

where f j = j th feature of the unknown iris,
f (k)
j = j th feature of iris template k and

σ
(k)
j = SD of the j th feature in the iris image template k, where SD is the standard

deviation.
If WED is minimum in template k, then the unknown iris template is matched to the
iris template k.
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5 Specific Constraints in Iris Segmentation

Iris recognition is a now a commercially demanding biometric verification system.
But there are some constraints which are described as follows:

5.1 Image Acquisition

Image acquisition is themost significant stage [17] in iris recognition system.Because
all the successive stages rely highly on the image quality. If image quality is not
the ideal one then a good pre-processing algorithm is required before applying the
segmentation algorithm. Proper image acquisition depends on some parameters dis-
cussed as following [17] such as:

• Illumination—Proper illumination is required to capture the image of the iris,
entirety. The visible light span of an human eye is between the wavelength ranging
between 400 and 760 nm [20], so to avoid the user uneasiness, the light source is
kept in the nearby infrared band, i.e., between 700 and 900 nm.

• Focal length—Focal length usually determines the angle of view. By varying the
angle, the image can be magnified. Longer focal length produces the higher mag-
nification. Shorter focal length produces lower magnification during image acqui-
sition.

• Aperture—This determines how much light will enter into the lens by opening or
closing the camera lens using shutter.

• Depth of field (DOF)—DOF determination of an image is that the measure of
the distance between the closest and also the objects which are farthest in the
image, that are in tolerably sharp in focus in associated image. The depth of
field calculation is done by determining the following parameters, i.e., aperture of
camera, focal length of camera, distance to subject from camera and the suitable
circle of confusion size.

• Pixel of Resolution—Image resolution determines how much details an image is
holding.

DOF = 2μ2Fc

f 2
(9)

where c = circle of confusion,
f = focal length,
F = f -number, and
μ = distance to subject.
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5.2 Factors to Be Considered in Pre-processing of Non-ideal
Iris

• Angle estimation—In case of non-ideal iris if the iris is off-angled then it has to
be corrected or some measure to be taken to detect the iris.

• Reflection handling—During the iris image acquisition the eye is illuminated by
proper light source which introduce reflection on the iris image and that is treated
as a noise which should be taken care.

• Eyelid/eyelash Occlusion—As per Al Zubi et al., they classified the eyelashes into
two types [1]. One is separable eyelashes. These eyelashes are in isolated form in
the acquired image, and the second is the multiple eyelashes, which are causing
the main problems as they are bunched together and overlap in the iris image.
Upper and lower eyelid is also detected and removed during segmentation.

• Illumination compensation—Good illumination on eye make acquisition easier.
• Motion deblurring—When the iris is in movement, the image acquisition process
is so complicated. The motion blurring is a key factor to be corrected using the
deblurring filters.

• Super-resolution—Iris recognition process requires an input image of good res-
olution, where the iris size should be greater than 200 pixels to achieve good
performance [8]. The camera which is equipped with the zoom lens of longer
focal length and the camera sensor of the greater number of pixels is used for
iris recognition at a distance [10]. To decrease costs and size, a camera without a
zoom lens can be used in an iris recognition system, but this causes a reduction
in recognition accuracy by capturing a low-resolution image. Therefore, image
restoration is needed in case of use of a camera without a zoom lens and this can
be achieved using the super-resolution image restoration algorithm.

• Image localization—Iris localization in a minimal execution time is another key
factor to be considered.

6 Results and Discussion

The ideal and non-ideal iris images are collected from various biometric databases
[2, 6, 13, 14], and the following algorithm has been applied on randomly selected
images out of them.

1. Step 1: Iris segmentation using circular Hough transform where the iris part is
extracted from the eye.

2. Step 2: To generate iris code the normalization has been done using Daugman’s
rubber sheet model. Feature extracting process for feature extraction process and
matching:

3. Step 3: Image registration by Wildes method.
4. Step 4: Encoding of significant features by 1D log Gabor wavelets.
5. Step 5: Matching of significant features by Hamming distance.
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Table 1 Each step output in image form for the work done on ideal iris

Image
Original
image

Segmented
iris

Upper and lower
eyelid detection

Noise removal Normalization

1

2

Table 2 Each step output in image form for the work done on non-ideal iris

image iris
Upper and lower
eyelid detection

Noise removalImage
Original Segmented

Normalization

1

2

The algorithm shows a good verification result when two ideal iris images of same
person is compared. Following are the glimpse of some results that have found after
applying the algorithm mentioned with ideal and non-ideal iris data.

Following are the glimpse of some results that have found after applying the
algorithm mentioned with ideal and non-ideal iris data.

In Tables1 and 2, step-wise output is shown after application of the above said
algorithm on an ideal iris image and non-ideal iris image, respectively.

7 Conclusion

Work done on both the iris data, i.e., ideal and non-ideal iris. In this iris verification
algorithm, the image segmentation algorithm is used. That algorithm would localize
the iris region from an eye image, isolate eyelashes, reflection areas and detect eyelids
and remove them. From the eye image, the circular Hough transform localize the
donut-shaped iris. Threshold algorithm is employed here for isolating eyelashes and
reflections. When algorithm is applied on ideal iris where the iris images are taken
with intensive care, so that, they are not occluded, none or less eyelash affected,
having good illumination, it is found that this algorithm works very efficiently on
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them. In this work, iris images which are off-angled, having large eyelashes or they
are taken from distance, i.e., with poor illumination and low resolution. Whenever
the algorithm is applied stated above, it could not localize the iris properly during
localization. It is seen that during iris localization or segmentation more or less area
rather than area of interest is localized and segmented which adds impurities in iris
code hence resulting less accurate iris verification.
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Theoretical Validation of Data
Warehouse Requirements Metrics Based
on Agent Goal Decision Information
Model Using Zuse’s Framework

Tanu Singh and Manoj Kumar

Abstract Requirement’s data models’ quality is one of the main data models that
influence quality of information stored in data warehouse to take major decisions
in organization. Thus, it becomes significant for an organization to maintain and
assure the information quality of data warehouse. Very few proposals were seen
in the literature for assuring quality of requirements data model of DW. However,
no theoretical validation of DW requirements metrics using Zuse’s framework was
seen in the literature. Hence, in this paper, theoretical validation of requirements
traceability metrics (based on agent goal decision information model) is done by
applying Zuse’s framework. Results indicate that all traceability metrics are valid
and correct. Thus, requirements traceability metrics can be used for assuring quality
of DW requirements model.

Keywords Agent goal decision information model · Data warehouse quality ·
Requirements engineering · Requirements traceability metrics · Theoretical
validation · Zuse’s framework

1 Introduction

Data warehouse (DW) is a data-driven powerful tool for quick decision-making
architecture in an organization [1]. As this information is required for making orga-
nizational decisions, hence, it is important to uphold DW information quality [2].
Mainly, information quality of DW is based on the quality of its data models (i.e.,
requirements, conceptual, logical, and physical) [3, 4]. Hence, many researchers
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proposed development methodologies for data models’ quality, but these were not
sufficient for evaluating information quality of DW.

Hence, these methodologies were theoretically and empirically validated using
metrics. Accordingly, to evaluate the data models quality at physical model level [1,
5], at logical model level [6, 7] at conceptual model level [8, 9], and at requirements
model level [10–14] have been witnessed in the literature.

Theoretical validation includes mathematical properties which need to prove by
each metric, whereas experimental validation of metric assists to illustrate the prac-
tical usefulness to measure the external attributes, i.e., maintainability, understand-
ability, etc. Hence, in this direction, theoretical validation of traceability metrics
based on agent goal decision information (AGDI) model [15] using Zuse’s frame-
work [16] is carried out to prove that (i) they are defined correctly and (ii) they are
related with external attributes in predictable ways which can be further used for
evaluating the DW quality.

The paper structure is represented as: related work of requirements data model
quality of DW is discussed in Sect. 2. The explanation of requirements traceability
metrics are done in Sect. 3. Section 4 explained the theoretical validation of trace-
ability metrics using Zuse’s properties. The results of theoretical validation are
discussed in Sect. 5, and in last, Sect. 6 highlight the conclusion of the paper.

2 Related Work

From literature, a lot work was witnessed for estimating the data models quality
at physical, logical, conceptual, and requirements model level. As this paper only
focuses on the requirements data model quality; hence, theoretical validation of only
DW requirements data model is discussed below.

Requirement’s traceability metrics was validated formally by Briand’s property-
based framework [11] where only size measure was applied. In addition, cohesion
and coupling property of Briand’s framework were investigated formally on trace-
ability metrics by [13]. Recently, requirements completeness metrics were formally
validated by employing Briand’s framework [14]. From above, it is witnessed that
formal validationofmetricswas performedonlyusingBriand’s framework.However,
other theoretical frameworks are not still proved on these traceability metrics. This
inspired us to validate the traceability metrics theoretically formed on AGDI model
[15] by implemented Zuse’s framework properties. The requirements metrics which
are used in this study are explained in the next section.
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3 Metrics Used for Validation

This section explains the requirements traceability metrics presented by [10]. The
requirements traceabilitymetrics based onAGDImodel and aremajorly in twofold (i)
coverage (COV) metrics and (ii) depth and height coverage (DHCOV) metrics. The
AGDImodelwas designed using requirements engineering (RE) approach to capture
both requirements, i.e., early and late. Here, organization and decision modeling
activities fall under early requirements, and informationmodeling activities fall under
late requirements.

We have created various requirements schemas of different verticals out of all
which are taken into considerations are manufacturing, library, banking, university,
railways, ecommerce-company, IT industry, etc. Here, in this paper, to explain AGDI

Fig. 1 Railways requirements model of DW
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Table 1 Computed values of traceability metrics for railways requirements model

Requirements traceability metrics Description Values

COV metrics NGD Number of simple goals tracing
downwards to the simple decisions

1

NDI Number of simple decisions tracing
down to the information requirements

3

NDG Number of simple decisions tracing
toward up to simple goals

3

NID Number of information requirements
which trace up to simple decisions

5

NDGI Number of decisions (simple) tracing
toward up to the simple goals and
down to information requirements

3

DHCOV metrics NIG Number of information which trace
up to the simple or complex goals

5

NGI Number of complex or simple goals
tracing down to the information

1

model, we have chosen railways requirements model (see Fig. 1) and computed the
values of these traceability metrics with its description (as depicted Table 1).

4 Theoretical Validation of Metrics Using Zuse’s
framework

This section describes the properties of Zuse’s framework [16] which is satisfied
by the requirements traceability metrics. This framework implements the notion of
measurement theory to discover the scale corresponding to the metric. However, in
this concept, one should know the tendency to calculate empirical relations for, e.g.,
“greater than,” “greater than or equal to,” “less than,” etc. between the objects.
Let’s assume, an empirical relational system (A, •≥, ◦) where A belongs to set of not
empty objects, •≥ belongs to binary empirical relation to A, and ◦ is a concatenation
function, i.e., closed binary relation on A. Now, let’s assume a numerical relational
system (B,≥ ,+ ) whereB belongs to set of real numbers,≥ belongs to binary relation
to B, and + is a binary operation on B. Therefore, for measure m the definition of a
mapping function is as follows:

m: A → B such that ∀ A1, A2 ∈ A then below mentioned two conditions are true,
i.e.,

a. A1 •≥ A2 ⇐⇒ m (A1) ≥ m (A2)
b. m (A1 ◦ A2) = m (A1) + m (A2)

Thus, (A, B, m) is defines as a scale obtaining to measure m.
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Table 2 Mathematical properties of Zuse’s framework [16]

Zuse’s properties Definition

MES—Axiom 1 (A •≥ ) (weak order)

MES—Axiom 2 A1 ◦ A2 •≥ A1 (positivity)

MES—Axiom 3 A1 ◦ (A2 ◦ A3) ≈ (A1 ◦ A2) ◦ A3 (weak associativity)

MES—Axiom 4 A1 ◦ A2 ≈ A2 ◦ A1 (weak commutativity)

MES—Axiom 5 A1 •≥ A2 = > A1 ◦ A •≥ A2 ◦ A (weak monotonicity)

MES—Axiom 6 If A3 •> A4 then for any A1and A2, then there exists a natural number n, such
that A1 ◦ nA3 •> A2 ◦ nA4 (Archimedean axiom)

Independence C1 C1: A1 ≈ A2 = > A1 ◦ A ≈ A2 ◦ A and A1 ≈ A2 = > A ◦ A1 ≈ A ◦ A2

Independence C2 C2: A1 ≈ A2 ⇐⇒ A1 ◦ A ≈ A2 ◦ A and A1 ≈ A2 ⇐⇒ A ◦ A1 ≈ A ◦ A2

Independence C3 C3: A1 •≥ A2 = > A1 ◦ A •≥ A2 ◦ A, and A1 •≥ A2 = > A ◦ A1 •≥ A ◦ A2

Independence C4 C4: A1 •≥ A2 ⇐⇒ A1 ◦ A •≥ A2 ◦ A, and A1 •≥ A2 ⇐⇒ A ◦ A1 •≥ A ◦ A2
where A1 ≈ A2 if and only if A1 •≥ A2 and A2 •≥ A1, and A1 •> A2 if and
only if A1 •≥ A2 and not (A2 •≥ A1)

MRB1 ∀ A, B ∈ 
: A •≥ B or B •≥ A (completeness)

MRB2 ∀ A, B, C ∈ 
: A •≥ B and B •≥ C = > A •≥ C (transitivity)

MRB3 ∀ A ⊇ B = > A •≥ B (dominance axiom)

MRB4 ∀ (A ⊃ B, A
⋂

C = F) Þ (A •≥ B = > A U C •≥ B U C) (partial
monotonicity)

MRB5 ∀ A ∈ : A •≥ 0 (positivity)

Also, there are three main mathematical properties of Zuse’s framework [16]
for measuring the software, i.e., modified extensive structures (MES), independence
conditions (IC), and modified relation of belief (MRB). These mathematical proper-
ties are defined in Table 2. Based on these mathematical properties one can calculate
the scale of metric. Hence, if the metric satisfy the MES properties, then it said as
ratio scale. In second case, if the metric satisfy the IC properties but not satisfy the
MES properties, it said as ordinal scale. In last case, if the metric satisfy the MRB
properties, then it said as “above” ordinal scale. In addition, if metric classify as
above ordinal scale then only it is considered to be effective and useful because we
cannot do very much with ordinal numbers [16].

For validating requirements traceability metrics, assume an empirical relational
system represented as CG = (CG, •≥, ◦), where CG denotes number of complex
goals (non-empty set), •≥ denotes binary empirical relation on CG and ◦ denotes
concatenation operation, i.e., closed binary relation on CG. The complex goals are
further refines into simple goals and these simple goals are traced down to the decision
and information requirements. Here, formal validation of twometrics are shown, i.e.,
NGD and NDI metrics using Zuse’s framework [16] which is shown below. Further,
NID, NIG, and NGI metrics can also be validated theoretically exactly similar to
NGD metric and are “above” ordinal scale, whereas NDG and NDGI metrics can be
validated theoretically exactly similar to NDI metric and are “above” ordinal scale.
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4.1 Formal Validation of NGD Metric

According to Zuse’s framework, to illustrate an empirical relation [16] introduced
new concatenation operations. Here, in this section, a closed binary concatenation
(◦) is defined in GoalsConcat. Using this operation, the concatenation of goals G1

and G2 leads to a goal G which includes all the G1 and G2 features, suppressing
commonalities (if it exist) in the main goals, i.e., in resulting goal G show common
features only once (see Fig. 2).

The NGD traceability metric is measured as a function of mapping: NGD:G→D
(G and D denotes the number of complex goals (as shown in Fig. 2, as bold rounded
rectangle) and decisions, respectively), such that it holds all the relations between
G1 and G2.

G1 andG2 ∈ G:G1• ≥ G2 ⇔ NGD(G1) ≥ NGD(G2)

where G1 and G2 are simple goals (as shown in Fig. 2 as dotted rounded rectangle).
According to the concatenation rule, NGD (G1 ◦ G2) = NGD (G1) + NGD (G2)

− v, i.e., the number of goals tracing down to decisional hierarchy achieved after
concatenation of G1 and G2, equals to the total number of goals tracing down to
decisional hierarchy of G1 and G2, considering the common decisional hierarchy to
G1 and G2, only once and are not affected in other cases.

NGD as an MES Six axiom of MES are described below and also explained in
Table 2.

Axiom 1 (Week order): Let’s assume three goals, i.e., G1, G2, and G3 of a
requirements model and it is obvious that:

NGD(G1) ≥ NGD(G2) orNGD(G2) ≥ NGD(G1) andalso, ‘if

NGD(G1) ≥ NGD(G2) andNGD(G2) ≥ NGD(G3) ⇒ NGD(G1) ≥ NGD(G3).

Hence, NGD satisfy the first axiom of MES.
Axiom2 (Positivity): This axiom is satisfied by theNGDmetric. The concatenation

of G1 and G2 is always equal to or greater than NGD (G1), if there exist non-
hierarchical decisions in G2. Hence, can be written as

Fig. 2 Concatenation of two goals: GoalsConcat
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NGD(G1 ◦ G2) ≥ NGD(G1).

Axiom 3 (Weak associativity) and Axiom 4 (Weak commutativity) are satisfied by
the NGDmetric because the natural join operation is both commutative and associa-
tive as the definition ofGoalsConcat. The order in which the goals are concatenated;
it will not affect the count of goals tracing downwards to the decisional hierarchy.

Axiom 5 (Weak monotonicity): This axiom is not satisfied by NGD metric. As,
on concatenating the goal (G) to both G1 and G2, NGD (G1 ◦ G) value may not be
greater than or equal to NGD (G2 ◦ G) value; because some decisional hierarchy of
G common to G1 and not G2 exist, leading to suppressing NGD (G1 ◦ G) value in
comparison to value of NGD (G2 ◦ G).

Axiom 6 (Archimedean): NGD metric not satisfied this axiom as goal concate-
nation; i.e., GoalsConcat is idempotent (operation applied multiple times without
changing the result). Thus, concatenation of G1 with G2 (i times) is equal to
concatenation of G1 with G2 (one time).

NGD as an IC The properties of IC are described below and also explained in
Table 2.

As, axiom 5 (Weak monotonicity) is not satisfied, then the NGD metric does not
satisfy the C1 and it cannot satisfy C2 condition. Similarly, the third condition, i.e.,
C3 does not satisfy because axiom 5 was not fulfill and if it does not satisfy C3,
it cannot satisfy the C4 condition. Hence, NGD metric does not satisfy these IC
properties.

NGD as anMRB Five properties of MES are described below and also explained
in Table 2.

As NGD satisfy axiom 1, then the first (MRB1) and second (MRB2) property, i.e.,
completeness and transitivity are satisfied.

NGD satisfy property (MRB3), i.e., dominance as the overall decisions of G2 are
comprised in G1, this means all the hierarchical decisions of G2 are in G1. So, we
can say that,

NGD(G1) ≥ NGD(G2).

MRB4, i.e., partial monotonicity is satisfied by the NGDmetric becauseG1 ⊂G2,
then NGD (G1) > NGD (G2). Now, assume G3 having non-hierarchical decisions
with G1. Then, G3 cannot have common decision hierarchy with G2 also. Hence, we
can say that

NGD(G1 ◦ G3) > NGD(G2 ◦ G3).

At last, MRB5 is satisfied by NGD metric, as if G has no decisional hierarchy,
then NGD (G) = 0, but never can be negative.

Hence, NGD metric is “above” the ordinal scale as this metric satisfy all the
properties ofMRB. Further, NID, NIG, andNGI traceability metrics can be validated
theoretically exactly like NGD metric and said to be “above” ordinal scale.
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Fig. 3 Concatenation of two decisions: DecisionsConcat

4.2 Formal Validation of NDI Metric

Based on Zuse’s framework, for demonstrating an empirical relation, a new concate-
nation operation was introduced. Here, in this section, a closed binary concatenation
(◦) is defined in DecisionsConcat. Using this operation, the concatenation of deci-
sions D1 and D2 leads to a decision D which includes all the D1 and D2 features,
suppressing commonalities (if it exist) in themain decisions; i.e., it shows all common
features only once in decision D (see Fig. 3).

The NDI traceability metric is defined as a function of mapping: NDI: D → I
(D and I denotes the number of complex decisions (as shown in Fig. 3, with bold
rectangle) and information requirements, respectively), such that it holds all the
relations between D1 and D2 ∈ D: D1 •≥ D2 ⇐⇒ NDI (D1) ≥ NDI (D2), where D1

and D2 are simple decisions (as shown in Fig. 3, with dotted rectangle).
According to the concatenation rule, NDI (D1 ◦ D2) = NDI (D1) + NDI (D2) +

v, i.e., decisions which trace downwards to hierarchy of information requirements
achieved after concatenation of D1 and D2, equals to the total decisions which trace
downwards to hierarchy of information requirements of D1 and D2, considering the
common information hierarchy toD1 andD2, only once and are not affected in other
cases.

NDI as an MES Six properties of MES are explained below and also explained
in Table 2.

Axiom 1 (Week order): Let’s assume three decisions, i.e., D1, D2, and D3 of a
requirements model and it is obvious that

NDI (D1) ≥ NDI (D2) or

NDI (D2) ≥ NDI (D1) and also, if

NDI (D1) ≥ NDI (D2) and

NDI (D2) ≥ NDI (D3) => NDI (D1) ≥ NDI (D3).

Hence, the first axiom of MES is satisfied by NDI metric.
Axiom 2 (Positivity): This axiom is satisfied by the NDI metric. The concatenation

of D1 and D2 is always equal to or greater than to NDI (D1), if non-hierarchical
informations exist in D2. Hence, can be written as
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NDI(D1 ◦ D2) ≥ NDI(D1).

Axiom 3 (Weak associativity) and Axiom 4 (Weak commutativity) are satisfied by
theNDImetric because the natural join operation is both commutative and associative
as the definition of DecisonsConcat. The order in which the decisions are concate-
nated; it will not affect the sum of decisions which trace down to the hierarchical
information requirements.

Axiom 5 (Weak monotonicity): This axiom is not satisfied by NDI metric. As, on
concatenating the decision (D) to both D1 and D2, NDI (D1 ◦ D) value may not be
greater than or equal to NDI (D2 ◦ D) value; because there exist some hierarchical
information of D which is common to D1 but not to D2, leading to suppressing NDI
(D1 ◦ D) value in comparison to value of NDI (D2 ◦ D).

Axiom 6 (Archimedean): NDI metric not satisfied this axiom as decision concate-
nation; i.e.,DecisionsConcat is idempotent (operation appliedmultiple timeswithout
changing the result). Thus, concatenation of D1 with D2 (i times) is equal to
concatenation of D1 with D2 (one time).

NDI as an IC The properties of IC are described below and also explained in
Table 2.

As, axiom 5 (Weak monotonicity) is not satisfied by NDI metric, then it does not
satisfy conditionC1 and it cannot satisfyC2 condition. Similarly, the third condition,
i.e., C3 does not satisfy because axiom 5 was not fulfill, and if it does not satisfy
C3, it cannot satisfy the C4 condition. Hence, NDI metric does not satisfy these IC
properties.

NDI as an MRB Five properties of MES are described below and also explained
in Table 2.

As NDI satisfy axiom 1, then the first (MRB1) and second (MRB2) property, i.e.,
completeness and transitivity are satisfied by NDI metric.

NDI satisfy property (MRB3), i.e., dominance as overall informations of D2 are
comprised inD1, this means that all hierarchical information ofD2 are inD1. So, we
can say that, NDI (D1) ≥ NDI (D2).

MRB4, i.e., partial monotonicity is satisfied by the NDI metric because D1 ⊂ D2,
then NDI (D1) > NDI (D2). Now, assume D3 having non-hierarchical information
requirements with D1. Then, D3 cannot have common information hierarchy with
D2 also. Hence, we can say that

NDI(D1 ± D3) > NDI(D2 ◦ D3).

At last,MRB5 is satisfied by NDI metric, as ifD has no information requirements
hierarchy, then NDI (D) = 0, but never can be negative.

AsNDImetric satisfy all the properties ofMRB, hence, NDImetric is “above” the
ordinal scale. Further, theoretical validation of NDI metric can also be implemented
like NDG and NDGI metrics and said to be “above” ordinal scale.
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5 Results and Discussions

Here, this section shows the results of formal validation of requirements traceability
metrics (see Table 3) by applying properties of Zuse’s formal framework [16]. The
whole theoretical validation of NGD and NDI metrics proves the Zuse’s framework
properties in Sect. 4. Additionally, in the same way like NGD metric; validation
of NID, NIG, and NGI metrics can be done and are said as “above ordinal scale”.
Similarly, theoretical validation ofNDImetric can also be implemented likeNDGand
NDGI metrics and is characterized as “above” ordinal scale. It is found that metric
should “above” ordinal scale, because we cannot do much analysis with ordinal
numbers.

Hence, according to the results of Zuse’s framework [16], it can be concluded that
the requirements traceability metrics presented by [10] are accurately defined and
validated theoretically (see Table 3). Therefore, traceability metrics proves the theo-
retical utilitywhich devotes during theDWrequirementsmodel design, development,
and improvement.

Table 3 Requirement’s traceability metrics results using Zuse’s formal framework [16]

Traceability metrics → Coverage metrics Depth and height
coverage metrics

Zuse’s properties ↓ NGD NDI NDG NID NDGI NIG NGI

MES—Axiom 1 ✔ ✔ ✔ ✔ ✔ ✔ ✔

MES—Axiom 2 ✔ ✔ ✔ ✔ ✔ ✔ ✔

MES—Axiom 3 ✔ ✔ ✔ ✔ ✔ ✔ ✔

MES—Axiom 4 ✔ ✔ ✔ ✔ ✔ ✔ ✔

MES—Axiom 5 ✖ ✖ ✖ ✖ ✖ ✖ ✖

MES—Axiom 6 ✖ ✖ ✖ ✖ ✖ ✖ ✖

Independence C1 ✖ ✖ ✖ ✖ ✖ ✖ ✖

Independence C2 ✖ ✖ ✖ ✖ ✖ ✖ ✖

Independence C3 ✖ ✖ ✖ ✖ ✖ ✖ ✖

Independence C4 ✖ ✖ ✖ ✖ ✖ ✖ ✖

MRB1 ✔ ✔ ✔ ✔ ✔ ✔ ✔

MRB2 ✔ ✔ ✔ ✔ ✔ ✔ ✔

MRB3 ✔ ✔ ✔ ✔ ✔ ✔ ✔

MRB4 ✔ ✔ ✔ ✔ ✔ ✔ ✔

MRB5 ✔ ✔ ✔ ✔ ✔ ✔ ✔
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6 Conclusion

Theoretical validation is implemented on requirements traceabilitymetrics formedon
DW railways requirementsmodel (as shown in Sect. 3) in this paper. Here, the overall
mathematical process is done to validate two metrics (NGD and NDI traceability)
metrics theoretically that proves almost every property of MEB andMRB is satisfied
from the outlook of Zuse’s framework (see Sect. 4). In general, it is believed that
MRB measures is important and is said as “above” ordinal scale. Based on results, it
is concluded that every traceability metrics are “above” ordinal scale, and hence, are
accurately defined and valid (see Sect. 5). Thus, traceability metrics can be utilized
for estimating the quality of DW requirements model.

Also, various theoretical validation frameworks would be employed in the future
to theoretically validate the requirements metrics for DW requirements model.
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Corpus-Based Hashing Count Frequency
Vectorization of Sentiment Analysis
of Movie Reviews
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G. Bhavisha, B. Lohitha, and M. Anusha

Abstract Sentiment analysis is textual context—specific extraction that identifies
and extracts qualitative information from various information, assisting businesses
in understanding the social emotion of their model, product, brand, or service while
measuring online conversations.With the advancement in entertainment scenario, the
analysis of customer real-time pulse while watching movie is essentially needed for
rating the movie and to analyze the success of movie toward marketing industry. The
machine learning can be used for predicting the sentiment of the movie review given
by the customers. Themovie review dataset fromKAGGLE repositorywith ‘117211’
movie reviews is used for analyzing the type ofmovie based on the review comments.
The movie review dataset is preprocessed by removing the stop words and unwanted
tokens from the dataset. The tokens are extracted from the text using NGrammethod.
The emotional labels are substituted for the tokens, and the machine is trained to
identify the sentiment emotions during learning phase. The sentimental emotional
labels are converted into features to formcorpus text for predicting the emotions in the
movie reviews. The corpus is splitted to form training and testing dataset and fitted to
Count Vectorizer, HashVectorizer, TFIDTransformer, and TFIDVectorizer to extract
the important features from the text conversation. The extracted features from the
movie reviews are subjected to all the classifiers to analyze the performance of the
emotion prediction. The scripting is written in Python and implemented with Spyder
in Anaconda Navigator IDE, and the experimental results show that the decision tree
classifier with Hash Vectorizer is exhibiting 98.7% of accuracy toward predicting the
sentiment from the movie reviews.
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1 Introduction

Thoughts and feelings have a significant impact on people’s lives and contours
who they are. They provide viewers with pertinent information about our current
state and some well. Corporations and individuals must be capable of understanding
the critical sentiment expressed by people in order to provide relevant recommen-
dations to meet the individual needs of buyers in delivering efficient services to
them. Sentiment analysis is a synergistic relationship of feelings also recognized as
contributing factors and development that derives its essential premise from incor-
porating emotion-defined sophisticated technology to numerous different aspects
of providing amazing findings. Emotion recognition will contribute significantly
in artificial intelligence, advancement in the field of interacting components. It is
a method for identifying and assessing the thoughts and feelings of conversation
and messages, that also implies that people’s choices feelings and emotions can be
straightly obtained, and thesemethods can be used in a variety of cultural networking
websites and business applications.

2 Literature Review

With the advancement of World Wide Web, knowledge representation and evalua-
tion have grown in importance in terms of investment performance. It allows network
providers continue providing customers with advanced features. Due to the ease with
which information can be collected and the various services it provides, numerous
studies are being conducted in the field of textual analysis and results. The above idea
of sentimental analysis frommessage and discusses the various methodologies being
used speech sentiment warning system [1]. The primary goal of sentiment classifi-
cation for sales forecasting is to ascertain consumer attitudes of current alternatives.
The purpose of this article should provide an overview and comprehensive evaluation
of different text analytics tools and methodologies with opinion sentimental analysis
and to describe the drawbacks of conventional research and career directions for
emotion research methodologies with opinion sentimental analysis [2].

The user’s perceptions could be substantiated with proven empirical evidence,
and literally thousands of questionnaire items till after his or her context are prop-
erly identified. It appears to be trying to refine subconscious mind unless they are
in a state of depression where participants were asked to respond by supplying
supplements based on the knowledge accumulated regarding them. The advanced
strategy will act as guidelines for the physician conducting interpretation and as
favored empowering system [3]. Recognizing emotional responses at the smoother
stage of imparted attitudes is essential for continuous improvement. The above crit-
ical inferences can indeed be procured completely across knowledge massive data
emotion classification; as a result, conversation sentiment analysis using cognitive
computing in large datasets from online platforms has considered as a leading range
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of speech recognition research [4]. The vast variety of possible research is linear
in nature, characterizing phrases as favorable or unfavorable without examining the
thoughts and emotions that contribute to that characterization. Nevertheless, existing
rules for analysis and interpretation, associated with the uncertainties and multi-
dimensional components of the human views and experiences, have delivered such
options available obsolete. Due to these limitations, scientific literature highlights
specifically notifying thoughts and feelings instead of purely expressing feelings in
a given document [5].

The ability to directly procure the majority’s thoughts and feelings about social
interactions, innovative operations, advertising strategies, and product preferences
has attracted the attentions of both academicians and researchers, who are stimu-
lated by the remarkable advantages and threats, and the finance sector, which is
captivated by the achieving competitive advantages in product accounts and invest-
ment business forecasting. As a result, the fields of object recognition and text
analytics have emerged, which use social communication, knowledge discovery,
and multi-dimensional data information processing to derive strong thoughts from
vast volumes of internet-based information [6]. This study investigates theoretical
constructs that regard people’s emotions as interpretations, visualizations, impres-
sion management consequences, social practices, biologically based printed circuit
brands and commodities, and emotional understandings of feelings and emotions
[7]. Munjal et al. [8] developed a framework sentiment analysis opinion mining
[9, 10]. Sentiment emotion detection could help with emotion recognition, inter-
personal behavior, information processing, Web-based learning, recommendation
engines, and neuroimaging [11].

Subjective communications are categorized into two stages: one conveys offen-
sive messages that could be about anything or very little and the other communicates
with inherent notifications about the presenters itself. Both speaking and innova-
tion have worked hard to fully comprehend the very first, concise and prompt path;
however, the next one was quite well acknowledged. Acknowledging the feelings
and emotions of the other group is one of the most important responsibilities associ-
ated with the second, underlying broadcaster. To finish the assignment, transmission
processing and decision-making methods, as well as emotional and lingual assess-
ments of thoughts and feelings, must be established [12]. A memetic approach is
also used by Shekhawat et al. [13] for spam review detection with higher efficiency.
A boolean object recognition prediction model was used to implement a framework
for completely automated sentiment analysis. Because emotional reactions emerged
to be lexicalized continuously and actively, researchers hypothesized that lexical
and syntactic personal characteristics might be an adequate means of organizing the
information. Simulated data oversampling was used to identify the best illustrations
for everyone of the emotional reactions. To decrease language alteration, language
processing modification was applied to input data [14].
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3 Our Contributions

Figure 1 depicts the overall design of the work. This work includes the following
contributions.

• Themovie review dataset is normalized by discarding stopwords and unnecessary
tokens.

• The NGram technique is used to extract the tokens from the message. During the
learning stage, sentimental labels are interchanged for tokens, and the machine is
designed to detect sentiment emotional responses.

• The sensual sentimental tags are transformed into attributes, which are then used
to generate corpus text for forecasting the emotional reactions in movie reviews.

Movie Review Data Set

Identifying dependent and independent attribute

Exploratory Data Analysis

Target Distribution Analysis

Creation of Corpus 

Fitting to Classifiers

Analysis of Precision, Recall, FScore, Run Time and Accuracy

Feature Extraction with Count, Hashing Vectorizer and TFID Transformer, Vectorizer

Visualizing the word cloud for each sentiment

Extracting the Characters for each Sentiment

Sentiment Analysis

Removing Stop Words

Fig. 1 Architecture system workflow
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Fig. 2 Movie review dataset information and sentiment target distribution

• The corpus text is then divided to form training and testing dataset and fitted
to Count Vectorizer, Hash Vectorizer, TFID Transformer, and TFIDVectorizer to
take the key points from the text conversation and summarize them

• The features are extracted from the movie reviews are therefore successfully
applied to all of the classifiers in order to assess the performance of the sentiment
forecasting.

4 Implementation Setup

The movie review dataset from the KAGGLE repository with 117,211 incidences is
then applied to data preprocessing. Figure 2 depicts the data source details as well
as the emotion dissemination.

5 Results and Discussion

The movie review dataset is normalized by expelling stop words and unnecessary
tokens. The target words for each sentence are discovered and evaluated as a word
cloud, as shown in Fig. 3.

The corpus is then divided to create training and testing dataset and then processed
with Count Vectorizer, Hash Vectorizer, TFID Transformer, TFIDVectorizer to expel
the significant attributes from the message chat discussion. The removed attributes
from the movie reviews are then processed with the classifiers to investigate the
emotion detection and are shown in Fig. 5 and Tables 1, 2, 3, and 4.

Figure 4 depicts the mean length of the desired emotion tokens derived from
movie review dataset information.
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Fig. 3 Sentiment target word cloud

Table 1 Metrics coefficient analysis with Count Vectorizer

Classification Prec. Recall FSco. Accu. RTime

LReg 0.9433 0.9432 0.9432 0.9533 0.31

KNearest 0.9423 0.9443 0.9443 0.9435 0.17

KernelSVM 0.9477 0.9337 0.9446 0.9567 1.56

GNB 0.9787 0.9787 0.9777 0.9787 0.14

Decision 0.9667 0.9667 0.9667 0.9667 0.16

Extra 0.9117 0.9117 0.9117 0.9117 0.18

Rforest 0.9273 0.9173 0.9273 0.9273 0.20

Rid 0.9577 0.9557 0.9557 0.9557 0.18

RidCV 0.9227 0.9227 0.9227 0.9227 0.24

SGDclass 0.9333 0.9223 0.9223 0.9223 0.23

Passive 0.9331 0.9011 0.9011 0.9011 0.17

Bagging 0.9212 0.9222 0.9222 0.9222 0.18

6 Conclusion

This study investigated the effectiveness of emotion classification inside the movie
review data source. It aims at evaluating classification results in comparison with
multiple different feature extraction techniques. The emotion of film ratings is
analyzed by retrieving phrases from the corpus using multiple feature extraction
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Table 2 Metrics coefficient analysis with Hash Vectorizer

Classification Prec. Recall FSco. Accu. RTime

LReg 0.9117 0.9367 0.9167 0.9267 0.21

KNearest 0.9433 0.9432 0.9432 0.9533 0.17

KernelSVM 0.9423 0.9443 0.9443 0.9435 1.16

GNB 0.9477 0.9337 0.9446 0.9567 0.14

Decision 0.9873 0.9773 0.9773 0.9873 0.16

Extra 0.9117 0.9117 0.9117 0.9117 0.08

Rforest 0.9273 0.9173 0.9273 0.9273 0.12

Rid 0.9021 0.9021 0.9121 0.9121 0.08

RidCV 0.9233 0.9233 0.9233 0.9232 0.06

SGDclass 0.9133 0.9133 0.9213 0.9133 0.11

Passive 0.9021 0.9075 0.9075 0.9075 0.09

Bagging 0.9233 0.9233 0.9233 0.9232 0.14

Table 3 Metrics coefficient analysis with TFIDVectorizer

Classification Prec. Recall FSco. Accu. RTime

LReg 0.9323 0.9343 0.9333 0.9335 0.30

KNearest 0.9477 0.9437 0.9446 0.9567 0.27

KernelSVM 0.9787 0.9787 0.9777 0.9787 1.16

GNB 0.9467 0.9447 0.9567 0.9567 0.23

Decision 0.9217 0.9127 0.9117 0.9117 0.25

Extra 0.9163 0.9166 0.9273 0.9273 0.19

Rforest 0.9211 0.9111 0.9211 0.9221 0.33

Rid 0.9577 0.9557 0.9557 0.9557 0.29

RidCV 0.9227 0.9227 0.9227 0.9227 0.18

SGDclass 0.9333 0.9223 0.9223 0.9223 0.22

Passive 0.9331 0.9011 0.9011 0.9011 0.19

Bagging 0.9212 0.9222 0.9222 0.9222 0.23

methodologies such as Count Vectorizer, Hash Vectorizer, TFID Transformer, and
TFIDVectorizer. According to the experimental results, the decision tree classifier
withHashVectorizer predicts emotional states fromfilm ratingswith 98.7%accuracy.
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Table 4 Metrics coefficient analysis with TFID Transformer

Classification Prec. Recall FSco. Accu. RTime

LReg 0.9217 0.9127 0.9117 0.9117 0.18

KNearest 0.9163 0.9166 0.9273 0.9273 0.07

KernelSVM 0.9211 0.9111 0.9211 0.9221 1.02

GNB 0.9007 0.9007 0.9117 0.9017 0.12

Decision 0.9127 0.9127 0.9137 0.9127 0.18

Extra 0.9067 0.9063 0.9066 0.9067 0.08

Rforest 0.9233 0.9232 0.9232 0.9333 0.15

Rid 0.9323 0.9343 0.9333 0.9335 0.06

RidCV 0.9477 0.9437 0.9446 0.9567 0.12

SGDclass 0.9787 0.9787 0.9777 0.9787 0.13

Passive 0.9021 0.9075 0.9075 0.9075 0.09

Bagging 0.9233 0.9233 0.9233 0.9232 0.14

Fig. 4 Average length of sentiment target messages with analysis of negative, neutral, positive,
somewhat negative, and somewhat positive sentiments
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Fig. 5 Accuracy comparison of classifier with Count, Hash, TFIDVectorizer, and Transformer
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Anime Scene Generator
from Real-World Scenario Using
Generative Adversarial Networks

Le Xuan Huy, Bui Thi Bich Ngoc, and Phan Duy Hung

Abstract This study illustrates amethod for image cartoonization and style transfer,
which entails converting a real-world image or video into an aesthetic, anime-style
frame. By noticing the animation painting behaviors, this work proposes to indepen-
dently distinguish three feature maps from pictures: the surface representation that
contains smooth color shading characteristic of animation, the construction depiction
that resembles flattened global content and clear boundaries in a typical anime frame,
and the texture representation that reflects high-frequency surface, forms, and details
in animated pictures. All the extracted information will be fed into the generator
with the help of a VGG-based discriminator to learn how to cartoonize a real-world
photo. This technique’s training objectives are based on each extracted feature map
independently, making the model controllable and adjustable. Experiments demon-
strate that this method can generate high-quality animation graphics from real-world
photos and outperforms many existing methods.

Keywords Style transfer · Image translation · Generative adversarial networks

1 Introduction

Humanity had learned to recreate daily natural sceneries on rocks and wood since
the start of time. Humans had come from simple, straight-line sketches to realistic
pictures and even cartoon and artistic drawings. This paper focuses on anime/cartoon
style drawings and how to generate them from the input: real-life footage. One
primary approach when it comes to domain transfer problems is using generative
adversarial networks [1].
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The rise of a new study in the last decades—the generative adversarial networks
(GANs)—has indeed shaken the world of computer vision and neural style transfer.
A wide range of applications is found by learning to translate data from its original
domain to another, such as style transferring, image colorization, image restoration,
and superresolution.

These days, GAN has shown its prominence with practical solutions in domain
transfer and image generation problems. AnimeGAN image generation uses the
deep convolutional GAN model trained on a 143,000 anime character faces dataset
to generate new anime faces [2]. CartoonGAN proposes image translation with
unpaired training data, significantly reducing the effort needed for data preprocessing
[3]. Nonetheless, its black-box model is the enemy of generalization. CycleGAN
introduces the cycle-consistent adversarial networks with cycle-consistent loss and
full-cycle transform [4]. Their methodologies are expanded and refined in many
subsequent studies. Meanwhile, Comixify works with videos and tries to convert
them into comics [5]. They extract keyframes from the input videos, convert them
into comics, and intend to incorporate speech recognition in the future.

The main focus of this research is on converting real-life footage into
anime/cartoon style. In addition, it also involves a new algorithm and manually
collected dataset to improve the generated animation.

2 Related Works

Image smoothing, in certain cases, is used as the first step of input image prepro-
cessing. He et al. use a guided filter-modified bilateral filtering with better perfor-
mance on edges [6]. Farbman et al. discard the old ways by utilizing a weighted
least squares optimization framework to tighten up the edge-preserving operator [7].
Meanwhile, this study adjusts a trainable-guided filter to extract the top smooth filter
[8] and a graph-based image representation to develop an efficient segmentation
algorithm for extracting structure representation [9].

Generative adversarial networks [1] is a data generation method introducing
adversarial training between theG—Generator and theD—Discriminator to achieve
impressive results. Multiple variants of GANs have been introduced to solve specific
problems in image processing, such as conditional GANs [10] and progressive-
growing GANs [11]. The chosen method here is GANs because it is indeed powerful
for image generation, especially domain and style translation tasks.

Image-to-image translation focuses on translating images from a source domain
to another target domain. By using unpaired data, this approach becomes a general-
purpose solution for many image processing tasks. Zhu et al. introduced CycleGAN,
which uses bidirectional models to perform the transformation in various styles [4].
UNIT by Liu et al. creates a shared latent space bymapping source and target domain
images to learn the joint distribution between them in an unsupervised manner [12].
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All the above studies prove that interdomain translation is always an attractive
field. Many interesting and effective methods were proposed to solve various prob-
lems in style transferring and image translation.However, some problems still require
answers, such as unclean results caused by outliers [2], insufficient data [4], or poor
style generalization caused by partial images segmentation of specific types.

An independent anime datasetwas collected to conduct this study.Newalgorithms
to calculate texture loss are introduced to reduce noises andunwanted edges thatmany
methods have faced. The obtained results demonstrate that this model is lighter and
can perform style transferring faster and easier than other models.

3 Methodology

This GAN framework contains two types of CNNs. The first one is a generator
G, which learns to produce fake and indistinguishable input compared to the real
ones through training. The discriminator D classifies whether the image is from the
real target manifold or synthetic. This paper designs the generator and discriminator
networks in a way to suit the particularity of cartoon images and can be easily fine-
tuned and modified. The generator is U-Net based, which is capable of generating
cartoon images in a short amount of time. After going through the generator, images
are decomposed into the surface representation, the structure representation, and the
texture representations.Three independent losses are proposed to extract information,
as shown in Fig. 1.

Fig. 1 Model architecture
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Fig. 2 Hierarchical
grouping algorithm

Input: (color) image
Output: Set of object location hypotheses L 
Obtain initial regions = { 1,⋯ , }
Initialize similarity set = ∅
foreach Neighboring region pair , do: 

Calculate similarity ,= ,
While ≠ do: 

Get highest similarity , = max( )
Merge corresponding regions = ∪

    Remove similarities regarding ∶ = ∖ ( , )
    Remove similarities regarding = ,

Calculate similarity set between and its neighbors== ∪
Extract object location boxes L from all regions in R

3.1 Structure Loss

The structure loss aims to imitate the animated style of clear edge, high-level simpli-
fication and abstraction, and sparse color blocks. After experiencing different solu-
tions, ourworkfinally achievedhigh-performance resultswithFelzenszwalb segmen-
tation and hierarchical grouping as shown in Fig. 2 [9, 13]. In the first step, the Felzen-
szwalb algorithm is used to segment the image into separate regions. After that, a
greedy algorithm is used to iteratively group regions together. Then, the similarities
between all neighboring regions are calculated. The two most identical regions are
grouped, from that new similarities will be computed between the newly achieved
region and its neighbors. The process of grouping themost similar regions is repeated
until the remainings are equal to the given segmentation number.

In order to enforce spatial constraints between the result and the extracted struc-
ture representation, a pre-trained VGG16 feature extractor is utilized as a structure
discriminator. Let Fsr be the extracted structure representation, and the final loss is
formulated as:

Lstructure = VGG(G(Ix )) − VGG(Fsr(G(Ix ))) (1)

3.2 Surface Loss

The surface loss will try to force the model to learn the animation painting style
where artists usually draw the draft first with coarse brushes and have rather smooth
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surfaces. In order to do that, this model uses a differentiable-guided filter from [14]
for edge-preserving filtering. The filter denoted as Fgf will take an image as input
and return a smooth, blur version of it, Fgf

(
Ix , Iy

)
with texture and details removed,

where Ix is the input photo and Iy represents the reference cartoon images. A simple
discriminator Ds is used to decide if the generated output having the same surface
as the animated picture to help the generator G. The formulation can be written as
follow:

Lsurface = log Ds
(
Fgf

(
Iy, Iy

)) + log
(
1 − Ds

(
Fgf(G(Ix ),G(Ix ))

))
(2)

3.3 Texture Loss

Along with the color and luminance factor, which have been focused on with the
two losses above, cartoon styles also have unique characteristics with high-level
simplification, high-frequency features that can be treated as key objectives to make
it easy to distinguish between cartoon images and real-world photos. Due to this, a
simple random color shift algorithm Fcs is used to convert the image to a grayscale
feature map that still contains information about all the high-frequency textures.

Igrayscale = β1 · Ir + β2 · Ib + β3 · Ig
β1 + β2 + β3

(3)

where β1, β2, β3 is trainable parameters. A simple discriminator Dt also separates
the grayscale feature map extracted from the generated and cartoon images.

L texture = log Dt
(
Fcs

(
Iy

)) + log(1 − Dt(Fcs(G(Ix )))) (4)

3.4 Total-Variant Loss, Superpixel Loss, and Full Model

In order to make the content of the generated photo to be of high quality, the total-
variation loss L tv is used to impose spatial smoothness on generated images and
also reduces high-frequency noises such as salt-and-pepper noise. For H, W, and C
represent spatial dimensions of images, it looks like:

L tv = 1

H · W · C∇x (G(Ix )) + ∇y(G(Ix )) (5)

Finally, a superpixel loss Lsp is proposed to maintain important content from the
input photo. It is used to ensure that the cartoonized results and input photos are
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semantically invariant. A pre-trained VGG16 model works to calculate it:

Lsp = VGG(G(Ix )) − VGG(Ix ) (6)

With all of the losses mentioned above, the final loss function can be written as:

Lgenerator = β1 · L tv + β2 · Lsurface + β3 · Lstructure + β4 · L texture + β5 · Lsp (7)

where the parameters β1, β2, β3 . . . can be changed for separate uses.

4 Experiments and Results

4.1 Implementation

This GAN model is implemented in TensorFlow [15]. The trained models in exper-
iments are available to facilitate the evaluation of future methods. All experiments
were performed on anNVIDIA 1060Ti GPU. Themodel uses Adam’s algorithm [16]
with a learning rate of 1.5 × 10−4, trained with batch size 16 for 20,000 iterations.

4.2 Dataset

The training dataset contains four folders, real and cartoon images for scenery and
human face. The animation data is collected manually by authors, cropped from
real anime videos, primarily from Shinkai Makoto’s films. For the cartoon data, the
project uses 10,000 for scenery and 5000 for human faces. In terms of the real-world
data, there are 10,000 scenery images crawled from the Internet and 5000 human
faces from the FFHQ dataset [17]. Furthermore, 1000 real-life images and 1000
cartoon images were collected from the Internet for the validation dataset.

4.3 Time Performance and Model Size

This method has a much lower number of parameters and running time compared to
some related works as given in Table 1. On the Nvidia GTX 1060Ti GPU, it reaches
the time of 15 ms per image, which is faster than other related works and can be
capable of real-time high-resolution video processing tasks.
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Table 1 Parameters and time performance comparison

Methods AnimeGAN [18] CartoonGAN [3] CycleGAN [4] Ours

HR, GPU (ms) 45.53 148.02 106.82 15.23

Parameter (m) 3.96 11.38 11.13 1.48

4.4 Evaluation Metrics

For qualitative evaluation, this paper will present results for different objects
compared to the results from other related works. Moreover, Frechet inception
distance (FID) is proposed for quantitative evaluation by comparing the generated
images with the target images [19].

4.5 Result Demo

As shown out above in Fig. 3, this model could indeed be generalized to diverse
use cases. It can be applied in different real-world scenery, including human faces,
animals, foods, and city street images.

Human Face Images   Street Images

Animal Images Scenery Images Food Images

Fig. 3 Models’ result on multiple categories
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Origin CartoonGAN[3] AnimeGan[18] WhiteBox[20] Our result

Fig. 4 Original images with their results using a different model

4.6 Qualitative Comparison

Comparison between this method and some related works is shown in Fig. 4.
CartoonGAN generates quality results with good texture and clear edges but lacks
abstraction and tends to distort colors. This model, on the other hand, prevents
improper color modifications. AnimeGAN generates darkened images and cannot
really show out the cartoon/anime style. The white-box model has clear bound-
aries but focuses a little too much on smoothing the picture with color blocks and
enhancing the edge, leading to the lack of small details from the original image and
creating noises. Finally, this model is not perfect, but it gives a balanced result in
color, texture and still generates cartoon feel-like images. To conclude, it outper-
forms previous methods in generating images with harmonious color, clean edges,
fine details, and less noise.

4.7 Quantitative Comparison

FID is widely used to evaluate the quality of synthesized images quantitatively. This
work also proposes Heusel’s method to calculate the distance between two image
distributions [19], namely the generated and real anime images. FID results used to
calculate this study’s performance and performance of related works are given in
Table 2. This method generates images with the smallest FID score, proving that it
has the most cartoon/anime style result, outperforming the others.

Table 2 Performance evaluation based on FID

Method Real photo CartoonGAN [3] AnimeGAN [18] whitebox [20] Ours

FID to cartoon 160 125 130 118 110
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5 Conclusion and Future Works

This study presents a lightweight and controllable approach for image cartooniza-
tion by converting actual footage into animation. Frechet inception distance is used
as its evaluation metric to compare the generated images to target images and has
received promising results. Themethod pays close attention to the animation painting
process, encouraging us to distinguish three feature maps from pictures for indepen-
dent handling. The generator takes in the surface representation, construction depic-
tion, texture representation, and a VGG-based discriminator to learn the cartooniza-
tion process. Unpaired datasets are prepared for training the model, allowing it to be
fine-tuned more effortlessly. Experimental results show that this model can generate
better results by surpassing performance compared to many state-of-the-art models.

In the future development, we would like to expand the application of this tech-
nique to videos in order to create seamless, anime-style cuts. Details on the portrait
and facial expression are also considered for improvement, so that the character’s
emotion and sentiment would be more well described in further study.

References

1. Goodfellow IJ, Pouget-Abadie J,MirzaM,XuB,Warde-FarleyD,Ozair S, CourvilleA,Bengio
Y (2014) Generative adversarial networks. arXiv:1406.2661

2. Lei J (2017) AnimeGAN. https://github.com/jayleicn/animeGAN
3. Chen Y, Lai Y, Liu Y (2018) CartoonGAN: generative adversarial networks for photo

cartoonization. In: Proceedings of the IEEE/CVF conference on computer vision and pattern
recognition, pp 9465–9474

4. Zhu J, Park T, Isola P, Efros AA (2017) Unpaired image-to-image translation using cycle-
consistent adversarial networks. arXiv:1703.10593
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Employing AI for Development
of a Smart Entry Log System at Entry
Gates

Anusha Gadgil, Arjun Thakur, Mihir Gohad, Rahee Walambe,
and Ketan Kotecha

Abstract Artificial intelligence is said to perform all our manual tasks with higher
efficiency. But it may have a greater role in opening new doors to new methods
of inventions that can completely change the innovation process of research and
development. Smart entry logs aim to automate and simplify the process of making
entries of the vehicles that come and go in a certain area using pre-existing CCTV
feeds. This, in return, helps in reducing human effort and head toward a bright future
with the use of artificial intelligence. In this work, we have developed an end-to-end
smart entry log system to systematically save various data features of individuals
passing through an entry point being monitored. We employed Opencv2 to detect
vehicle number plates and got an accuracy of 90% on test data, tesseract to read
the text on the plates with an accuracy of 85% on unseen data and SSD to identify
if a rider is wearing a helmet or not with 87.7% model accuracy. Besides this, we
used convolutional neural network for front- and rear-view detection of car and
vehicle classification into multiple categories with 73.7 and 60% model accuracy,
respectively, on Python version 3.6. We also saved the color of the number plate, so
it is easy to identify the type of vehicle from the video recording. All this is stored
in an excel sheet with timestamps which can be used later for records.
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1 Introduction

The rapid improvement in thefieldof artificial intelligence [13] has helped in reducing
human efforts. The “smart entry logs” system aims at creating a log using a system
that will help users to record the entry and exit of vehicles at the gate of institutions
with the time details by using object detection [1] algorithms. The system automates
the work, and we have comprehensive features with very good accuracy.

We have built a six layer end-to-end security system for all two- and four-wheelers
entering and exiting any gated area. The system works at multiple angles and eleva-
tions, providing details of incoming traffic like vehicle license plate recognition with
its color detection, vehicle classification, pose estimation, and rider helmet detection
along with timestamp of all vehicles. Our system works on videos recorded at entry
points with high accuracy, thereby provide additional security layer. All the details
are stored in Excel Sheets so that we can keep a track record. All the six models
have been made to work in four parts on video feeds with a very high accuracy,
and the object detection output is directly saved in these Excel Sheets. The license
plate detection, OCR (tesseract), and registration color plate part in a Excel Sheet,
helmet detection in the second Excel Sheet, vehicle classification into six classes in
the third Excel Sheet and lastly pose estimation of front and rear side in the fourth
Excel Sheet. Each entry in the Excel Sheets is accompanied with a timestamp. These
Excel Sheets store the details of vehicles in real time from video feeds which can be
accessed at any given time.

It has widespread applications in traffic monitoring, law enforcement, and smart
parking and hence, is an integral part of intelligent transportation systems [18].
We believe this system will be highly useful, as noting down vehicle details by
temporarily stopping the car that is entering wastes the driver’s time using advance
artificial intelligence techniques.Our systemcanbe used in a variety of places ranging
from hospitals, schools, colleges, housing societies, public buildings, etc., with very
improved accuracy and with many features. It reduces manpower, i.e., the work of a
security guard. In times of a pandemic, this project will be very useful as the driver
will not have to roll down his/her vehicle window and communicate with a guard. It
ensures the safety of the security guard as well as the driver during a pandemic as it
helps to maintain a safe distance. The basic idea is to use live CCTV [15] footage and
detect various details of the incoming vehicles using OpenCV library [19], tesseract
engine [16], single shot detection [10], CNNalgorithm [12], onPython [11] platforms
like Google Colaboratory.

In this paper, we have used different machine learning concepts to construct
our smart and innovative system that works 24/7 (without human intervention) for
logging details of all types of vehicles entering the institution where this system can
be installed.
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1.1 Related Work

Two specific techniques for smart entry logs are reported in literature.

1. RFID: Basically, radio-frequency identification technology is a technology
where data gets encoded digitally as RFID tags and radio waves are used by a
reader to detect the data [8]. Figure 1 shows the flowchart for the wireless entry
system using RFID Tags.

2. ANPR: Automatic number plate recognition (ANPR) can read the number plate
present on vehicles capturing images at fast speed in the absence of human input.
By importing “ALPR” in Python, we can do real-time license plate recognition
with “openALPR” using a video file as input. The steps involved in automatic
number plate detection are shown in Fig. 2.

However, these approaches have certain limitations. These technologies are only
capable of noting down the registration plates, and in case of a broken number plate or
dirty number plate, fake number plateANPRwill not be useful. Existing technologies
use RFID tags to store the details of all kinds of vehicles, these tags are expensive,
and we must go through the hassle of distributing them. To that end, in this work,
we have presented an end-to-end framework based on AI-based methods. Our model

Fig. 1 RFID gate entry
system [3]

Fig. 2 License plate
recognition [19]
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records many details of the vehicles entering and leaving the institutions while other
models have only focused on storing the license details. Our system will produce a
complete log of incoming traffic not just note down registration plates as the existing
technologies do, our system includes other details as well so we can still manage to
note down significant details of incoming vehicles which will help users to enhance
security. This model provides us with many details of all type of vehicles with very
high accuracy. Our model gives us details as precise as the color of the license plate
to identify the type of vehicles. This model can successfully differentiate between
head and helmet for helmet detection [14] task, count bicycle and scooty helmet as a
helmet, avoidmisclassification of scooty andmotorbike.We havemanually collected
1000 images of auto-rickshaw (three-wheeler) which can be easily detected under
vehicle classification. Our project is entirely AI-based and cost-effective as we will
require minimal hardware.

This framework has multiple features, and the following parameters are recorded
in an Excel Sheet:

1. Vehicle license number (text + color)
2. Vehicle type (motorbike/scooty/car/truck/auto/bus)
3. Rider helmet detection for two-wheeler (“Yes” for helmet detected, “No” for

no helmet)
4. Four-wheeler front- and Rear-view pose estimations
5. Timestamp (for recording the time of entry and exit in the log).

To implement the above-specified features, we have experimented with multiple
AI-based approaches. These are discussed in section system design.

The paper is organized as:—in Sect. 2, we first discuss the process of collection
of the dataset, then we show the algorithms we have written section-wise mathemat-
ical formulation. Following this, in Sect. 3, we have described the project pipeline,
preprocessing steps [9] for the models we used. In Sect. 4, we displayed the results
and accuracy chart. In the end, we have the results followed by the conclusion in
Sect. 5.

2 Methods

2.1 Datasets

We created a training dataset containing 800 images of vehicles that we collected
from our locality for license plate detection. For each image, we marked the position
of the bounding box [17] on each license plate training image, labeled them and
saved the contents in a .xml file [2]. We used screen-o-matic software to record 30
YouTube videos of 1 min each and saved them so that we could test our XML file
on them. Figure 3 shows locally collected license plates images.
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Fig. 3 Locally collected license plates images

Our team went on Pune streets, car parking’s and collected 250 images of random
license plate of both two- and four-wheelers for training on OCR [7]. We made sure
we did not use inbuilt Pytesseract and build our own so that we could make necessary
modifications. We build our tesseract engine. We used a license plate-cropped image
that was extracted from video clips for testing our OCR. Figure 4 shows images used
to test on OCR.

For saving license plate color same as the color of Excel Sheet cell, we used
OpenCV2 for training 60 images as well as testing our model on 50 images of
different colored license plates. We collected the multicolor license plate dataset
from different sources on the internet. Figure 5 shows different colors of the numbers
plates in India.

We have used a 1200 images dataset of people with a helmet and 1000 images of
people without helmet which we got from Kaggle on all kind of two-wheelers along
with 18 video clips available on Google and YouTube for testing helmet detection.
We had to perform data cleaning, and include all kinds of two-wheelers, namely

Fig. 4 License-cropped images for testing tesseract OCR

Fig. 5 Different color license plate seen on Indian roads
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Fig. 6 People with and
without helmet on all kinds
of two-wheeler

motorbikes, scooters, and bicycles. Our team have created two folders for positive,
negative images and divided the helmet, no helmet images and put them in these
folders. Figure 6 shows people with or without helmets on various two-wheelers.

For the vehicle classification into six categories, namely car, auto-rickshaw,motor-
bike, truck, bus, and scooty, we have collected 10,000 images for the training dataset
which includes 4000 augmented images and 1100 images for the testing dataset
of this multi-class classification. We have collected the car dataset from motorbike
and scooty dataset were extracted from the dataset used for helmet detection dataset
and were manually collected for trucks, buses, and auto-rickshaws. The dataset for
all six classes came up to 1833 images each. We collected 18 YouTube clips using
screen-o-matic and tested them. Figure 7 shows examples of the six classes we can
detect.

For front- and rear-side detections of the car, we collected 35,000 images of four-
wheeler from the Indian vehicles license number plate dataset on Kaggle and other
free sources on the net and then divide them into two classes, namely front view and
rear view. We had to filter out images in unwanted format manually for the training
and testing part and checked it is working on ten separate video clips. Figure 8 shows
the front and rear possess of the cars.

2.2 Algorithm Used

Object Detection: This is a computer vision technique that is extremely useful for
identifying objects and locating them in a video or image. It can be used to count
objects, classify objects, and determine their position, speed.

There are two kinds of machine learning problems that we deal with, namely clas-
sification and regression problems. In our system, we dealt with problems involving
the classification of objects. All the algorithms that we used in our system were
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Fig. 7 Different categories of vehicles images

Fig. 8 Front-view and rear-view images of cars

supervised learning algorithms. The list of machine learning algorithms and datasets
used are given below in Table 1.

3 System Design

Figure 9 is the layout of the whole system design.
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Table 1 Details of algorithms and dataset

Sr. No. Topic Technique/algorithm
used

Number of
training
samples

Number of
testing
sample

Number of
classes

1 License plate
detection

XML file (HAAR
cascade)

800 200 6

2 OCR on license
plate

Built out tesseract
engine

250 50 6

3 Storing license
plate color

OpenCV2 60 50 6

4 Helmet/no
helmet

CNN + mobile NET
SSD

1800 400 2

5 Vehicle
classification

KNN + CNN 10,000 1100 6

6 Vehicle pose
estimation

CNN 28,000 7000 2

Fig. 9 End-to-end project pipeline

3.1 For License Plate Detection

Figure 10 shows all the preprocessing steps we used to improve our training accu-
racy. After cropping license plate, we did character recognition using our own OCR
tesseract to detect the license plate.
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Fig. 10 Preprocessing steps
for license plate extraction

Fig. 11 Flow chart of
HAAR cascading to create
an XML file

All the task was performed on Google Colaboratory Python 3.6 using packages
such NumPy, time, and cv2. We built our own cascade classifier and set up the
minimum neighbors to seven and fixed scale factor to 1.3.

We used an XML file that shows class, frames, ID, height, covered by the object,
and name thewidth of the box surrounding the object (here license plate). XMLfile in
the data contains the information of all the bounding boxes [4]. A bounding rectangle
box that acts as a reference point for detecting objects. We use data annotators to
draw rectangles over images, X- and Y-coordinates are used to outline target objects
in every image. We made our XML files for the images, which was used as a tool
by the name LabelImg that allowed us to draw visual boxes around objects in the
images, and it automatically saved the XML files for our images. Figure 11 shows
HAAR cascading.

3.2 Tesseract

The line finding algorithm is one such feature of tesseract that has already been
worked on. It is designed to avoid losing image quality as a distorted page can be
readwithout having to enhance the text. The key parts of themethod are blob filtering
and line construction. After the lines of text are found, we use a quadratic spline to
fit the baselines more properly. This was never done before for an OCR system, and
it helped tesseract to manage pages that had a curved baseline.

It is a standard artifact in scanning, and not just for book bindings. Tesseract tests
of the text lines for checking out if they are fixed pitch or not. After tesseract finds
the fixed-pitch text, the next step it does is cut words into individual characters by
making use of pitch and disabling the chopper and the associator on these words for
the proper word recognition step.
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Fig. 12 Preprocessing steps for storing license plate color shade in excel

A reason for the popularity in any character recognition engine is to spot how a
word can be segmented into several characters. The initial segmentation output from
line finding is assessed first. For non-fixed-pitch text, we use the word recognition
step. We implemented this task on the visual studio code platform.

Tesseract is a free open-sourceOCRengine. Text lines are checked for determining
if they have fixed pitch by using tesseract. When tesseract gets the text with fixed
pitch, it cuts the words in individual characters with the use of pitch and disables both
associations as well as the chopper present on these words for the word recognition
step. Tesseract will give output results as plain text, OCR or in a PDF, with text
overlaid on the original image. Fixing text size, try to fix illumination of image,
binarizing and de-noise image and trying to fix illumination of the image.

Check if the Excel Sheet for the day is made, if not make one. Check the folder
where the detected images are stored and pick the oldest image. Run the image
through tesseract and specify the language for greater efficiency. Filter the text so
only alphabets and number are stored. Flatten the image into two colors so that we
can the main color of the plate. Get the hex code of the dominant color. Make the
entries into the sheet of the following things:

1. Timestamp.
2. Filtered text.
3. Set the background of the cell with the number plate with the respective color.

3.3 Saving Background Color of Excel Cell Same as License
Plate Color Shade

Figure 12 is showing the method for saving license plate color same as the color of
Excel Sheet Cell, we used OpenCV2.

3.4 Helmet/No Helmet

Refer Fig. 11 for preprocessing steps.
The model was saved and run on a video using Mobile Net SSD. We have used

CNN algorithm with helmet/no helmet images and divided them into positive and
negative class and used the model to make it work on high-resolution videos with
the help of the Mobile Net SSD algorithm for two-wheeler detection and pedestrian
detection.
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Fig. 13 SSD architecture [20]

Convolutional neural network algorithm (CNN) is a deep learning algorithm that
can take in an input image and differentiate between different types of objects in it
by assigning weights and biases to various aspects/objects in the image.

We have trained the CNN model using Python 3.6 and imported libraries like
Numpy, Matplotlib, random, Keras, and cv2. As we have a large scale of images,
so we resized the image to 50 × 50. Activation function at hidden layer we used is
rectified linear (ReLU) and at output sigmoid activation function with data format as
channel last. We used a dropout of 0.5, 0.4, and “same” padding. For compiling the
model, we chose binary cross-entropy as loss, Adam optimizer, metrics as accuracy
with batch size of 64 and number of epochs were 200 for fitting the model perfectly.

Mobile Net SSD (also known as SSD 300).
Figure 13 shows SSD architecture.
We used Python 3.6 to load our CNN model and make it work on SSD 300 with

packages like imutils, NumPy, time, cv2, and Keras [5]. We had to initialize the list
of class labels. Mobile Net SSD was trained to detect different objects. We used
rectangular bounding box colors for all the 21 classes which included categories like
“background,” “bicycle,” “bus,” “motorbike,” and “person.” We used two classes
from those above, namely “motorbike” and “person” to help us detect the helmet.
Formodel compile, we used binary cross-entropy loss, RMSprop optimizer, accuracy
as metrics. We kept the image size same as that of the CNN model, i.e., 50 × 50.

Training Equation:

L(x, c, l, g) = 1/N

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

Lcon f (x, c)︸ ︷︷ ︸
confidence loss
softmax loss

+α L loc(x, l, g)︸ ︷︷ ︸
localization loss
Smooth L1 loss

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

(1)

is take as 1
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Table 2 Comparison of SSD and YOLO algorithm

Algorithms Mean average precision Frames/sec Batch size Boxes I/p resolution

YOLO (VGG16) 66 21 1 98 448*448

SSD mobile net 74 59 8 8732 300*300

N—number of default matched BBs
X—1 if the default box is matched to a determined ground truth box, 0 otherwise
l—predicted bb parameters
g—ground truth bb parameters
c—class.
Above Table 2 shows the compares the results of SSD and YOLO algorithms.

Hence, it can be deduced that SSD is the superior algorithm of the two.

3.5 Vehicle Classification

Refer Fig. 11 for preprocessing steps.
We saved the model we trained using CNN and used the model on the video to

detect six different classes of vehicles.
We used two algorithms on it, KNN and CNN algorithm. Out of the two, CNN

gave us higher accuracy.

Distance Function:

Euclidean :
√√√√ k∑

i=1

(xi − yi )
2 (2)

Manhattan :
k∑

i=1

|xi − yi | (3)

CNN:

The classification task was performed with Python 3.6 using NumPy, Pandas, Keras,
Matplotlib, and PIL libraries with image resize dimension of 150X150 and a batch
Size of 128. The class mode is set as binary with weight decay as small as1e-4.
Here, we used “same” padding, Activation function as ReLU for hidden layer and
activation function as SoftMax at output using multiple dropouts like 0.2, 0.3, and
0.4 along with a learning rate of 0.001 and 30 epochs. The most suitable optimizer
was Adam, with loss as categorical cross-entropy and metrics as accuracy.

K-nearest neighbors (KNN) algorithm is a nonlinear classifier and a machine
learning algorithm that is supervised in nature. It is used for solving classification
as well as regression problems. KNN is best for object detection. Classification of
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objects is based on the training examples that are the closest in KNN feature space.
It can predict the classification of the new sample point if the given data is of several
classes. KNN algorithm requires no training before making predictions. New data
can be added which will not impact the accuracy of the algorithm.

We have used sklearn, imutils, NumPy, cv2, glob, Nltk, Pickle, Matplotlib library
for it. We resized the image to 64 × 64 with 42 random states [6].

3.6 Front and Rear-View Detection

For vehicle pose estimation, we did image cleaning, built the model, and saved the
model, we trained using the CNN algorithm for binary classification and used the
model on the video.

We used Python 3.6 platform using libraries such as NumPy, Keras, and Pandas.
We had image width and height resized to 150 × 150 and a batch size 32 with
class mode as binary. The activation function present in hidden layers is ReLU, the
sigmoid activation function is present at the output. For model compile as we have
two classes, we used loss: binary cross-entropy loss, optimizer as RMSprop, metrics
as accuracy with 25 epochs.

Refer Fig. 11 for preprocessing steps.

4 Results and Analysis

4.1 Result

Given below we can see that the color of each vehicles license plate, its registration
number, details of the presence of a helmet on a rider, front-rear side of vehicles, and
vehicle classification based on its type.

Table 3 gives us an example of how the final Excel Sheet will look like with all
the details logged for the vehicles passing the entry point.

Table 3 Final output on Excel Sheet (in table format)

Timestamp Type of vehicle Front or rear Helmet status Number plate

08-33-19.523896—28-08-2021 Car Front – KL55R2473

08-33-19.533222—28-08-2021 Car Front – MH20CS191

08-33-19.542994—28-08-2021 Car Front – DL7CN5617

08-33-19.552687—28-08-2021 Bike – Yes DL3CA9324

08-33-19.562572—28-08-2021 Truck Rear – MH12CO6648

08-33-19.573216—28-08-2021 Tempo Rear – UP14CP6748
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Fig. 14 Comparison of all model accuracy on the training dataset, testing dataset, and video clips

4.2 Accuracy Chart

Figure 14 is the accuracy chart showing the testing and training accuracy. We
observed that we received the highest accuracy for the model having front and rear
views of cars.

1. License plate detection: The license plate for each vehicle was detected the
training accuracy was 83% and testing was 90%, cropped and saved in a folder
for the OCR algorithm to be run on it. The license plate images were properly
identified and stored. Figure 15 shows saved cropped images from video clips

2. Tesseract OCR for recognizing license plate in an Excel Sheet along with the
date and time is given below. Figure 16 shows OCR output.

We observed that the OCR algorithm gave 90% accuracy for training and 85%
accuracy while testing.

3. Helmet detection using CNN.

Given below we have plotted a chart showing final accuracy for training as
98.14% and loss as 7.13%, and validation accuracy at 87.76% and the loss is
17.23%. Figure 17 plots the accuracy.

Fig. 15 Saved cropped license plate from the video clip
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Fig. 16 Recognized license
plate text

Fig. 17 Plot for accuracy
chart

We used Mobile NET SSD for detecting two-wheeler with saved CNN model
for helmet detection. Figure 18 shows detected helmets.

4. For classifying vehicles into six class.

We used K-nearest neighbor algorithm and convolutional neural network algo-
rithm and successfully managed to place bounding boxes around vehicles in
video clips to classify them.

Fig. 18 Detecting presence of helmet on video clips with prediction accuracy
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Table 4 Vehicles detected in
the frames

Saved image 25 Car

Saved image 49 Car

Saved image 73 Car

Saved image 97 Car

Saved image 121 Bike

Saved image 145 Truck

Saved image 169 Scooty

Saved image 193 Car

Using CNN algorithm:

Table 4 shows the class of vehicle detected. CNN algorithm gave higher accuracy of
99.97% for the training dataset and 60% for the test dataset.

We have achieved validation accuracy by 51% using KNN supervised learning
algorithm.

5. Front and rear side of car classification using CNN.

Table 5 shows the orientation of the vehicle detected. We got the final accuracy
for training as 99.46% and testing accuracy at 73.7%.

6. License plate color is saved in Excel Sheet cell as background color (hex)

Figure 19 shows flattening of the image to detect the color of the plate. We
detected the color of the license plate with an accuracy of 90% and stored it in
the Excel Sheet along with the license registration plate successfully.

Table 5 Vehicle orientate in
the frames

Saved image 25 Front

Saved image 49 Rear

Saved image 73 Front

Saved image 97 Front

Saved image 121 Rear

Saved image 145 Rear

Saved image 169 Front

Saved image 193 Front

Fig. 19 Input images to Output flat images conversion for storing license plate color in Excel sheet
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5 Conclusion and Future Work

To summarize, we have tried to build a fully automated end-to-end system for storing
all the entry log details of entrance and exit at a gate using machine learning as well
as deep learning algorithms. The system works on live video recording at multiple
angles and gives lots of details of vehicles at a single go. The system has been tested
well and is giving an overall accuracy of 90% for vehicle license number (text +
color), 60% for vehicle type (two-wheeler/four-wheeler/truck/auto/bus), 73.7% for
vehicle pose estimation (front/ rear side), 87.7% for rider helmet detection for two-
wheeler (“Yes” for helmet detected, “No” for no helmet), 100% for timestamp (for
recording the time of entry and exit in the log).

The current system can be modified in the future to give a higher accuracy, as per
requirements useful additions can be made to the logs like the system can be linked
to sensors to make a record of whether the vehicle is adhering to the speed limit that
is set while entering the campus. The system can be trained for vehicles in overseas
countries with different license plates over a variety of vehicles. The future extension
of this work involves implementing this in real time and using it at the gates of the
building.
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Automated Spammer Detection
for Limited Length Social Media

Shilpa Mehta

Abstract Today, various famous information sharing and social networking services
like Orkut, Twitter, Facebook, and others allow users to exchange messages. Twitter
restricts the messages to a character limit. It has an open nature and huge worldwide
user base, and spammers utilize this feature. Cybercrimes like spreading rumors,
cyberbullying, trolling, and stalking are commonplace. The approaches proposed
here try to characterize users on the basis of interactions with their followers. This
proves useful as a user can control one’s own activities, but controlling the activi-
ties and features of followers is not possible. Three classifiers, viz., decision tree,
Bayesian network, and random forest are used for learning and feature identifi-
cation. Dataset from both genuine real users and spammers was used for testing.
Study indicates that interactive features and community-based features prove good
in identifying spam users, far better than metadata-based decisions.

Keywords Twitter · Spam detection · Social media · Cybercrime

1 Introduction

Twitter and other social media platforms make the real-time information about users
available to the world. Twitter, Facebook, Orkut, and other such platforms are online
social networks (OSNs), enabling users to share things of interest. This includes
news, their own opinions about various things, family outings and other photographs
and videos, celebrations, and their moods. Several arguments occur over different
topics, like politics, important events, current world situations, and so on. When
a user tweets anything, followers get and retweet it. This allows the outspread of
information to a broad audience. OSNs necessitate study and analysis of behaviors
on online platforms.

Twitter started in 2006. It has a policy of limiting length of posts. Normally,
a tweet may have a maximum of 280 characters. Users can follow other people
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(including celebrities) as per their personal liking. There are also options to followand
subscribe to news channels. Each registered follower receives the status updates of the
subscribed accounts. OSNs like Twitter and Facebook were made basically for social
purposes, but they are open and have huge user bases. They have convenient real-time
message propagation. These two features attract social bots and cyber-criminals.

OSNs are prone to new sophisticated and complex attacks and threats, like cyber-
bullying, spreading misinformation, radicalization, and various other illicit activi-
ties. There is also a problem of classical cyberattacks, like phishing and spamming.
As detection methods were developed, parallelly attacks also evolved into smarter
versions to avoid detection. Reports say that a large percentage of users as well
as tweets are bots and spam, respectively. Spam bots copy human behavior to get
trusted, and then use it for untoward activities [1].

2 Literature Survey

Both industry and academia researchers are working to defeat cybercriminals, and to
enable users to have a safe and pleasant experience onOSNs.Multiple spamdetection
approaches are in use on all platforms, and newones are constantly proposed.Authors
in [2] discuss a neural technique for classifying intercepted e-mail communications
with multi-layer perceptrons with backward propagation algorithm. The mails are
classified into personal and official mails. The same technique is easily expandable to
spam detection methods also. The paper [3] discusses a fuzzy logic-based techniques
for classifying a set of mails from intercepted communication. It uses counts of
official kind of words like “interview,” “campus,” etc., versus the counts of personal
kind of words like “mother,” “birthday,” etc.

Most spam identification and detection approaches use features from user own
profiles and activities. While this may be necessary in case of e-mail and SMS spam-
ming, we have another tool at hand when it comes to social media, where there are
interactions between users. Spammers can be identified using the techniques tradi-
tionally used for mail, but additionally, interaction and community-based identifica-
tion is possible. Spammers try to avoid detection by changing the style and content of
their own posts. Most users who interact with each other know each other’s real iden-
tity. Real people belong to various communities, as per their neighborhood, friend
circle, office circles, and personal interests in real life. Such people follow them
back in their turn. As opposed to this, spammers follow random users, due to which
they get very low reciprocation. Additionally, less frequent connections can happen
among such followers,which limit the interaction aswell as reduce community-based
features. To avoid this kind of detection approach, spammers do follow each other
and build fake communities. But, this will defeat their basic purpose of spamming
real people, as they get restricted to stay within spamming groups. Moreover, large
percentage of members of these fake communities will be spammers and possess
similar behavior, which increases the chances of detection overall.
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Spams have created problems right from the days of communications. Even when
we get newspapers, they are always stuffed with advertisement pamphlets, which
have converted to spam in today’s electronic communication era. When Internet was
beginning, these spam messages were reported in ARPANET in 1978 itself. But at
that time, nobody worried about it. E-mails were just beginning, and spam was not
yet recognized as the menace it has become today. But, the problem intensified with
time. Many techniques have been developed to be able to catch different forms of
unsolicited spamming (spam e-mail/social bots/and spam bots). In paper [4], iden-
tity deception prevention is proposed. It utilizes common contribution network data
and tries to identify deceptive accounts trying to enter a sub-community. Deception
implies deliberately transferring false information to a person who is unaware of the
falsity. This appears effective as both a detection and prevention mechanism. But,
efficiency is low, especially in large networks.

WARNINGBIRD [5] was designed to classify suspicious URLs found in spam-
mers’ Twitter stream and to act as a near real-time system. Its intention is only to
classify and not to check upon the pages led from there. Correlations can be extracted
frommultiple tweets. Attacker’s resources are not unlimited and hence are essentially
reused, so the chains usually share URLs. Detecting such correlated or shared URL
redirect chains works well. The limitations are speed and low utilization of resources.
Reference [6] proposes a method for spam detection, which utilizes Twitter’s own
spam policy. A Bayesian classification algorithm distinguishes behaviors of normal
and suspicious types. Graph-based features are quite useful, because spam accounts
necessarily follow a large number of users. Spam accounts will also usually have
multiple duplicate tweets when we check content-based characteristics, which leads
to detection. However, real users may also post tweets repeatedly, so it is not a fool
proof method.

In [7], the authors discuss how social bots operate, and we can thereby track their
behavior. The paper [8] discusses strategies for identification of spammers on social
networks. In paper [9], the authors discuss the Sybil attacks, where a malicious user
gets or createsmultiple fake identities in the system. Thus, themalicious user controls
multiple nodes and is able to “out vote” honest users in collaborative tasks. In [10],
the authors discuss methods for discovering various categories in SMS messages,
which paves the way for spam detection of short length messages on social media.
Unfortunately, as detection techniques evolve, so do spammer techniques to evade
detection. For example, in paper 3 above, keyword counts are utilized. But, spammers
very easily get around this by usingword substitutions [11]. Once again, the scientific
community has foundmultipleways for identifying suchword substitutions also [12].

3 Proposed System: A Hybrid Approach

The proposed approach works on a combination of various approaches, including
content, community features, and interactions. It emphasizes on followers and
community structures in network aspects. Network category is subclassified to
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Table 1 Symbol descriptions Symbol Description
←
u Set of users who follow user u

�u Users who are followed by u

N (u) Total number of tweets done by u

u←
v

A follower “v” who is following “u”

�u←
v

Following set of “v” who is follower of “u”

community-based and interaction types, which comes from interaction network.
Metadata features come from users’ own tweets, and content-based ones use the
posts’ text quality and posting behavior. Spammers easily adjust their own posts to
avoid content and metadata-based detection, but find it difficult to bypass followers
and community-based features.

3.1 Methodology and Dataset

We discuss methods using a Twitter dataset with both benign and spammers for
experimental analysis and evaluation. Followers and followings lists are available
for each labeled user, along with their profile information. It also contains tweets
details. Unfortunately, most benign users do not have followers, hence community
and interaction features become ineffective, and the classifier gives a biased detection.
Hence, we take up only the users with followers (1000 spammers and 128 benign
users), which in turn causes imbalance. Hence, we use the SMOTE technique (i.e.,
synthetic minority oversampling technique) to create artificial samples from given
samples and their nearest neighbors. In this paper, we will repeatedly talk about the
tweets done by user A, the users who follow user A, the users who are followed by
the user A, and subsets among such users. The symbols used for these are shown in
Table 1.

3.2 Metadata-Based Features

Metadata represents information describing the tweet attributes and may be useful
in finding the information source. Four such features are identified for use. In all the
following topics, N (u) stands for total tweets by the user.

Retweet Ratio (RR)

Automated spammers do not tweet like humans. Bots normally retweet the tweets
of others, use tweets from databases, or create tweets using probabilistic methods.
That is because there is no human sending any of his/her thoughts, rather it is a
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computer program acting like a human tweeting. This feature can be assessed with
the RRwhich is the ratio of a given user’s retweets to total tweets. This should be low
for real people. But, spammers and automated spammers will usually be retweeting
other people’s tweets, so it will be high for spammers.

Retweet Ratio = {RT (u)}/{N (u)} (1)

[here, RT (u) denotes the count of retweets made by user u].

Automated Tweet Ratio (AR)

Some spamming accounts use the APIs provided by the OSNs. Twitter has a public
API, and this is used by spammers with multiple accounts. Tweets originating from
unregistered and third-party applications are called as automated tweets. The AR
of a given user is the ratio of tweets from APIs to total tweets of u. Spammers are
expected to use API to generate tweets quite often. Hence, while AR is low for real
people, it will be high for spammers.

Automated Tweet Ratio = {A(u)}/{N (u)} (2)

[here, A (u) is the number of tweets by the user u made using API].

TSD—The Tweet Time Standard Deviation

Automated spammers fix activity time using random number generator algorithms,
which use certain distributions. Time activation functions are used to activate bots at
specific time. TSD captures the tweet time variations. Mathematically,

Tweet Time StandardDeviation =
∑N (u)

j=0 (t j − T )2

N (u)
(3)

Here, tj is the jth tweet time, and T is the average time between consequent tweets.
As automated spammers will use such APIs, they will have low TSD.

Tweet Time Interval Standard Deviation (TISD)

This feature uses patterns in consecutive activities. Bots have regular intervals, while
humans have irregular behavior. Mathematically,

Tweet Time Interval StandardDeviation =
∑n

j=0

(
T j − T

)2

N (u)
(4)

Here, T is the mean interval, while T 1, T 2, …, Tn represent the time that passes
between consecutive tweets. Just like TSD, this is also expected to be low for
automated spammers for the same reason.
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3.3 Content-Based Features

Current methods use content quality also as one indicator. Spammers post tweets to
tempt and deceive users, and typical characteristics may be utilized. Some features
are:

URL Ratio (UR)

Real users of twitter generally use the social media platform to post their own views
and thoughts according to their domains of interest, and sometimes share news articles
and stories. Their tweets usually will not have any URLs. On rare occasions when
they are talking of some specific reference, or in shared items, their tweets may have
URLs to the corresponding source pages. But, a user injecting URLs continuously is
definitely suspicious and indicates an attempt to lure the reader to certain unwanted
spaces. To detect this, a feature called UR is utilized. UR is given as

URLRatio for user u = {U (u)}/{ N (u)} (5)

Here, U (u) is URLs used by u. Spammers have to necessarily use URLs to lure
people to their targeted sites. So, a large ratio of their tweets contain URLs, and the
UR value thereby approaches 1. Benign users rarely use URLs, so they have small
UR value approaching 0.

Unique URL Ratio (UUR)

URLs used excessively is a suspicious situation by itself, but repeated usage of
same URL intensifies this suspicion. Spammers try to trap users by using same URL
repeatedly, to lure them to their targeted malicious sites. This is identified using
unique URL ratio for uniqueness of URLs in a users’ tweets.

UniqueURLRatio for user u = {UU (u)}/{U (u)} (6)

As above, U (u) is total URLs in user u’s tweets and UU (u) is unique URLs.
As spammers use the same URL again and again, the UUR will approach 1 for
spammers.

Mention Ratio (MR)

Twitter allows its users to tag other users in their tweets using “@userid.” Real users
use this normally when they tag photographs or videos of events/occasions, where
the tagged person may have been present or may be interested in that particular
occasion. Spammers misuse this feature by mentioning random users in tweets, with
an intention to tempt the tagged person to click on the tag to find out about the sender.

MR(u) = {M(u)}/N (u) (7)
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whereM (u) represents the count of mentions made by user u. This also will be low
for real people as they usually mention others rarely. However, as spammers mention
more frequently, it will be high for spam bots.

Unique Mention Ratio (UMR)

In real world, many people are acquainted with each other, but interactions do not
happen with all acquaintances. Hence, it is not expected that a user will be tagging
everyone in his circle. Conversely, spammers tag randomly. Mathematically,

UniqueMentionRatio of user u = {UM(u)}/{M(u)} (8)

Here, UM (u) is unique mentions made by user u. If a real user has 500 acquain-
tances, he may be tagging hardly ten of them, who are close enough to him/ her
and wish to be tagged in such posts. Hence, UMR will be low for real people.
But, spammers tag everyone they can find, so this ratio is expected to be high for
spammers.

3.4 Interaction-Based Features

On open social media platforms, the interaction of users with other users provides
lot of knowledge. This can be utilized for making decision about fraud detection and
customers real-world identity. Additionally, analysis can be done about customer
behavior and prediction of a user’s behavior. A given user can choose to follow
others or subscribe activities, but cannot force others to follow back.

Follower Ratio (FR)

A user’s followers count indicates his or her trust level among other users. People
connected in the OSNs usually also know each other in real world, with the exception
of celebrities who are followed by numerous unknown people. It is quite natural for
such known people to follow each other (both ways) on the social media network
too. This results in the follow back rate of normal users being normally high. The FR
of user “u” represents the fraction of his followers in his or her trust network. As real
users will be connected to mutually known people, their FR will be high. But spam
bots enter random groups, where nobody knows them. So, they may follow others
but are not followed back. Hence, their FR is low.

FR(u) = | ←
u |/|�u ∪ ←

u | (9)

Reputation and Reciprocity (R)

Real-world reputation of people in society is related to the views and trusts of their
own community, and same applies in virtual world also. This means if A follows
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B on twitter, then B is also expected to follow A, thus leading to a high reciprocity
rate for A. The reciprocity rate indicates follow back on being followed. Please note
the difference between the FR defined above and the R defined here. This feature is
defined using equation,

R(u) = | ←
u ∩�u|/|�u| (10)

Spammers have a low R as the community group they follow will not follow them
back. It is high for benign users.

Follower-Based Reputation (FBR)

A users reputation can be inherited from connected users. This feature utilizes the
reputation of user’ followers. FBR is the average reputation of given users’ followers.
Mathematically,

FBR(u) =
∑

u←
v
ε←
u
R(u←

v
)

| ←
u |

(11)

R (u←−v ) represents the reputation of v who is a follower of user u.
Once again, usually spammers follow each other to be able to project a false image

that they are real persons, so FBR is low for spammers.

Clustering Coefficient (CC)

The clustering coefficient of a node represents the density of interconnectivity of adja-
cent nodes, excluding connections passing through that particular node. It indicates
trust level among neighbors. For genuine users, there are real communities between
people. IF A knows B, and B knows C, it is expected that A also knows C and all
three belong to mutually known communities. Hence, genuine user may have a high
CC (close to 1) as there is high trust among users connected in the real world. Their
network is dense compared with a spammer network. Figure 1 shows the network of
user A, the inter-connection among the neighbors of A and the communities among
these neighbors, excluding the connections going through “A.”

CC(u) = Eu/( Kux(Ku−1)) (12)

Fig. 1 a Network of A b inter-connection among neighbors c communities among neighbors
excluding the connections going through “A”
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3.5 Community-Based Features

Human beings have been living together in societies from ancient times. In real-world
communities, users know one another and they have a trust level among themselves
and high connection density among themselves compared to outsiders.

Community-Based Reputation (CBR)

Any given user’s reputation is proportional to the reputation of their communities’
and corresponding members. Communities associated with genuine users have good
reputation, thus increasing the user’s reputation. If u belongs to k communities, C1,
C2, …, Ck , then the CBR value is

CBR(u) = (1/k) ∗
k∑

i=1

⎛

⎝

⎛

⎝
|Ci |∑

j=1

R(Ci( j)

⎞

⎠/|Ci |
⎞

⎠ (13)

R (Ci(j)) is the reputation for jth user of ith community. Spammers belong to their
own interconnected communities, so the CBR is low for spammers.

Community-Based Clustering Coefficient (CBCC)

A user belongs to multiple communities. The CBCC indicates the clusters among the
communities of a particular user. If CCi is clustering coefficient of the ith community
when u is a member of k communities, then CBCC for u is

CBCC(u) = (1/k) ∗
k∑

i=1

CCi (14)

CBCC will be high for real people and low for spammers, as independent users
connected to spammers rarely have inter-communities.

4 Results

The performance was analyzed with three machine learning methods, viz., decision
tree, random forest, and Bayesian network on the dataset. The metrics were.

i. False positive rate (FPR),
ii. Detection rate (DR), and
iii. F-score.

The abbreviations used are:
TP → True positives; the number of spammers correctly classified as spammers.
FN → False negatives; the number of spammers classified wrongly as genuine

users.
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FP→ False positives; the number of real people classified wrongly as spammers;
and

TN→True negatives; the number of genuine users correctly classified as genuine.
Combining the FP and TN, we get FPR, or the false positive rate, which is the

fraction of genuine users wrongly classified as spammers.

FPR = FP/(FP + TN) (15)

A good classifier should have a low FPR, to be able to identify spammers correctly
and not confuse genuine users to be spammers.

The DR (or recall) is the combination of TP and FN, the fraction of “detected”
spammers to all the spammers in the network, which should be high in good
classifiers.

DR = TP/(TP + FN) (16)

Finally, F-score is mean precision, the ratio of the correctly identified spammers
to all identified spammers. It shows discriminative power of the classifier. A high
F-score classifier is desirable.

F - Score = 2 ∗ precision ∗ Recall Ratio/(Precision + Recall) (17)

The proposed method is evaluated using three classifiers, viz., random forest,
decision tree, and Bayesian network; using the metrics DR, FPR, and F-score as
defined above. Table 2 shows the results of comparing the performance of various
techniques discussed here. Table 3 indicates the performancewith variation in benign
user to spammer ratio.

Table 2 Performance comparison ofmetadata, content, interaction, and community-based features

Feature Random forest Decision tree Bayesian network

DR FPR F-score DR FPR F-score DR FPR F-score

F 0.98 0.02 0.98 0.95 0.05 0.94 0.91 0.02 0.94

Metadata 0.97 0.03 0.97 0.93 0.06 0.95 0.92 0.03 0.95

Content-based 0.96 0.03 0.96 0.92 0.06 0.93 0.91 0.04 0.95

Interaction-based 0.93 0.03 0.95 0.94 0.05 0.94 0.85 0.05 0.9

Community-based 0.95 0.02 0.96 0.93 0.06 0.94 0.84 0.02 0.9
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Table 3 Performance comparison with different benign to spammer ratio

Spammer to benign ratio Random forest Decision tree Bayesian network

DR FPR F-score DR FPR F-score DR FPR F-score

1:1 0.98 0.02 0.98 0.95 0.05 0.94 0.91 0.02 0.94

1:5 0.92 0.01 0.93 0.89 0.02 0.88 0.88 0.02 0.90

1:10 0.87 0.00 0.92 0.86 0.01 0.86 0.90 0.01 0.94

5 Conclusion

Sighting spam has been a challenge from the beginning of electronic communication
systems. Initially, the systems used to characterize spammers based on their own
performance and profiles, but soon spammers started modifying their behavior to
avoid being detected. The proposed approach beats this byworking based onneighbor
nodes (mainly the followers) not just on the users’ own behavior, and also on their
interaction network. Traditional metadata-based features do not perform too well as
various algorithms have been devised by spammers to fool them. Interaction- and
community-based features are found to be better performers.
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Ensemble Model Discovery
for Prognostication of Diabetes

Pranjal Bahore, Shreyansh Paliwal, Dipanshu Rautela,
and Rahul Chaurasiya

Abstract The global diabetes prevalence is estimated to be 10.8% by 2030 and
is not expected to be plateauing in the future. Diagnosis of type 2 diabetes in the
early stages is a very challenging task due to the complex interdependence of various
factors. Various complex factor contributes regarding, the diagnostic measure of type
2 diabetes and hence predictive modelling in healthcare becomes quite a challenging
task. In this paper, we compared standard ML algorithms (K-nearest neighbours
(KNN), support vector machines (SVM), logistic regression, and decision tree) and
ensemble-based algorithms (random forest andXgboost) on the PIMA Indianwomen
dataset sourced from the UCI repository. The performance was compared based on
several metrics including precision, recall, and accuracy. Alongside, several data pre-
processing techniques have been put in front to magnify the accuracy of predictions.

Keywords Automatic diabetes prediction ·Machine learning · Ensemble
learning · Supervised classification · Feature scaling

1 Introduction

The epochs of the twentieth and twenty-first centuries saw dramatic increases in
life expectancy as diseases and mortality patterns shifted away from infectious
diseases. Noncommunicable diseases (NCDs) are now the leading cause of prema-
ture morbidity and mortality accounting for 71% of global deaths [1], 77% of which
are in low and middle-income countries (LMICs) [2]. The epidemiologic transition
from infectious to chronic disease may have implications for perceived quality of
life for the additional years of life lived. Diabetes mellitus (DM) stands among the
major prevailing non-communicable disease warranting immediate attention. DM
is a chronic condition in which blood sugar i.e. glucose, is not metabolized by the
human body, and its level cannot be maintained because the body is not able to
produce insulin or respond to it.
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Apart from culminating in death and disability due to heart attack and kidney
failure, diabetes mellitus also affects the patients through its dreaded complications,
the most prominent being cardiovascular disease, renal disease, and stroke-induced
blindness, severely reducing the efficiency of a person [3]. Thus, complex approaches
are required to get a complete picture of the burden of the disease. If the disease is
diagnosed in time by prediction, then a person’s health can be improved as levels can
be controlled by changing the lifestyle, such as food habits, medications, exercises,
etc. Therefore, if the healthcare system uses intelligent prediction mechanisms, then
a person’s life can be saved [4]. Thus, for LMICs, including India, a comprehensive
robust national database is a necessity to understand disease incidence, prevalence,
morbidity, and mortality.

Early diagnosis relies on the knowledge and experience of a doctor, but that can
be inaccurate and susceptible to error. Although the healthcare sector collects vast
bundles of data, those data cannot be used to discern undetected patterns for making
effective decisions. Reliance onmanual diagnosis can be dangerous as it relies on the
healthcare personnel’s observation and judgment that is not always accurate. Certain
patternsmay remain hidden fromobservation and can affect outcomes.Consequently,
patients receive a low standard of care; hence, a sophisticated and advanced mech-
anism is required for early detection of disease with an automated diagnosis and
higher accuracy. A multitude of hidden patterns and undetected errors give rise to
an array of data mining and machine algorithms that can draw efficient results with
improved accuracy. If not looked upon, a scale-up of 48% will result in 629 million
people affected with DM by 2045, which is a severe condition. Various data mining
algorithms have been developed to gather patterns buried within large healthcare
data sets for the day-to-day growing impact of diabetes does not seem to be slowing
down.

Scientific shreds of evidence had established the fact that sex and gender have a
significant impact on the incidence, prevalence, symptoms, course, and response to
many illnesses [5]. The role of sex and gender is fundamental in diabetes. Diabetes
increases the risk of heart disease by about four times in women but only about
two times in men, concluding women to be more prone, thus requiring an early
detection. Other diabetes-related problems, such as blindness, kidney disease, and
depression, are more common in women. Studies by researchers like [6–8] show that
the induction of Diabetes can be through both environmental and genetic factors.
Dataset on genetic diversity lacking thereof, we use the PIMA India women dataset
containing several factors like blood pressure, BMI, diabetes pedigree functions, and
others. From the studies, a pattern emerges between the dataset and a woman being
diabetic, since the real-world dataset contains millions of elements, establishing a
patternwithin them is a cumbersome task. Hence, we have different statisticalmodels
and machine learning (ML) algorithms for pattern recognition. We propose the use
of the Xgboost and random forest methods. Earlier models by [6, 9, 10] show random
forest accuracy of about 75–78%. However, our study has achieved an accuracy of
around 82%.

This study focuses on establishing amore efficient approach for the early detection
of diabetes in women. The major contributions of the paper are as follows:
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• Several unique data pre-processing techniques have been utilized to magnify the
accuracy of predictions, such as log transformations and normal distributions.

• Performance of various standard ML algorithms (K-nearest neighbours (KNN),
support vector machines (SVM), logistic regression, and decision tree) and
ensemble-based algorithms (random forest and Xgboost) has been compared for
predicting diabetes.

• The classification methods have been applied to the benchmark PIMA India
womendataset. The performance ismeasured in terms of severalmetrics including
precision, recall, and accuracy.

The rest of the paper is structured as follows: Sect. 2 presents a literature review on
the existing methods of predicting diabetic conditions. The dataset and the features
used for classification are described in Sect. 3. Section 4 presents the proposed
methodology. Results along with the discussions are reported in Sect. 5. The work
is concluded in Sect. 6.

2 Literature Review

With improved accuracy and precision in predictions, data mining has supplanted
existing methodologies. Data mining and related ML methods are capable to detect
the data, which remains hidden while using superior pioneering approaches. Earlier
studies have discussed the concept of data mining methods that have been used
successfully in driving prediction models, particularly for diabetes.

Application of ML techniques to identify diabetes dates back to 1988 when JW
Smith and his collaborators published a paper [11] outlining a method to use an
Adaptive algorithm to identify diabetes using ML techniques. With a decent accu-
racy of about 76% over the Indian PIMA dataset of diabetes onset of women, their
study prompted many researchers to use ML algorithms to identify diseases such as
diabetes. Reference [12] used general regression neural network (GRNN) to conclude
the result on the prediction of diabetes on the PIMA Indian dataset with an accu-
racy of 80.1%. The study by [13] depicted the use of Weka software throughout
all the phases of their study and combined it with the decision tree algorithm to
facilitate a model with a resulting accuracy of 78.1768%. Reference [14] suggested
a method of detecting diabetes using neural networks and SVMs in Pima Indian
female populations.

Nowadays, data mining has become a crucial pillar of many sectors including
health, banking, financial sector, education, etc.[15]. Reference [16] evidenced the
superiority of AdaBoost technology with improved performance as it outperformed
the bagging and J48 ensemble model in terms of accuracy. Through AdaBoost algo-
rithm with decision stump algorithm, [17] modelled an algorithm to predict diabetes
with 80.72% predictive accuracy. According to the results of [18], the naïve Bayes
classifier provided the researchers with the highest accuracy of 73.558% in the
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diabetes classification. A recent study by [19] applied SVM resulting in 70.4% accu-
racy and concluded that nearly 3% of global blindness can be attributed to diabetic
retinopathy.

In the recent attempts tomodel the prediction of diabetes [9] application of random
forest yielded an accuracy of 77.39%, [10] yielded an accuracy of 77.39% with
random forest, whereas [20]managed to obtain an accuracy of 77.92%usingXgboost
Ensemble Modelling.

3 Dataset and Features

The PIMA Indian women’s diabetes dataset has been put in front by the National
Institute of Diabetes and Digestive and Kidney Diseases [21], several restraints have
been placed on the criteria of selection of these attributes from the larger database
[22]. The Dataset consists of 768 rows of records and 8 columns (features). The
target of our analysis is to predict the inception regarding diabetes established on
these diagnostic measures. Specifically, patients present in the dataset are women of

Table 1 Feature description of the dataset

Attributes DESCRIPTION Count Mean Std Min Max

Pregnancies Total pregnancy 768 3.845052 3.369578 0 17

Glucose Glucose
(plasma) level,
after 2 h of an
oral tolerance
test

768 120.894531 31.972618 0 199

Blood-pressure Pressure of
blood (mm Hg)
in diagnosis

768 69.105469 19.355807 0 122

Skin-thickness Skin thickness
in mm (triceps)

768 20.536458 15.952218 0 99

Insulin Insulin (serum)
level after 2 h
(muU/ml)

768 79.799479 115.244002 0 846

BMI Weight
(kg)/(height
(m)2)

768 31.992578 7.88416 0 67.1

Diabetes-pedigree-function Diabetes
pedigree
function

768 0.471876 0.331329 0.078 2.42

Age Years of age 768 33.240885 11.760232 21 81

Outcome Variable of class
(0 or 1)
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PIMA Indian heritage with age over 21 years. Table 1 describes the feature vectors
and their statistical value ranges. All the features are having numeric data types.

4 Proposed Methodology

The flow chart of the proposed method has been depicted in Fig. 1. For analysis, the
data were pre-processed in such a way that ML algorithms can perform better on it.
The classification algorithms were then applied to predict the diabetic conditions.
Each step of the process is described in detail in this section.

4.1 Data Pre-processing

The unprocessed data consists of bogus or null values across several features [22], so
it becomes very important to deal with those values for getting accurate results and
predictions. Pre-processing has a many-fold advantage for analysis as it decreases
the time and computational power required [23] and by scaling the given features
our results don’t get biased towards larger values. Pre-processing includes several
methods such as data cleaning, standardizing values across features [24], removing
outliers, and removing skewness from attributes.

In our dataset, we have zero values across some of the features that do not prove
to be meaningful regarding the context of the information so we will replace these
values with their median. Replacing odd values with either median or mode is a
common technique in data processing as it nullifies the effect of outliers in the given
features. After that, we have also removed the skewness from several features. The
log transformation methods were used to remove the skewness in the distribution of
the dataset. We have utilized Numpy (a python library) for the same. Other methods
include square root transform and box-cox transform. Figure 2 depicts that all 8
features are normally distributed after preprocessing step. More reliable predictions
are made as to the predictors and the target variable is normally distributed. The
further data preprocessing techniques involve feature-scaling values across columns.
We have used standardization as a feature scaling technique. Standardization is a

Fig. 1 Flow chart to represent the process for analysis of the dataset
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Fig. 2 Features are normally distributed after pre-processing

feature scaling technique where values are accumulated more around the mean, with
a standard deviation of one unit.

4.2 Classification Algorithms

For the prediction of diabetes, we have used 6 different classification algorithms viz.
random forest, KNN, SVM, logistic regression, Xgboost, and decision tree. Random
forest and Xgboost algorithms are ensemble techniques. These ensemble methods
combine various base models to generate one prime predictive model.

Random Forest

Comes under the Bagging subclass of ensemble techniques where multiple decision
trees are aggregated to get results, hence also called Bootstrap Aggregation.

KNN

It uses a distance-based approach to classify data points, that attempts to determine,
what group a data point is in, by looking at the data points around it, where ‘k’ in
KNN is a parameter that tells us the number of nearest neighbours to include in the
majority of the voting process.

SVM

It is a linear model which creates a hyperplane to separate data points into respective
classes,moreovermarginal distance is calculated fromhyperplanes to support vectors
(nearest points).

Logistic Regression

It predicts the probabilities regarding a data value based on prior observations of a
data set, furthermore, the sigmoid activation function is used to convert values into
discrete outcomes.
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Table 2 Parameters for different classifiers selected by hyper-parameter tuning method

Classifier model Parameters

KNN k value = 29

SVM DEGREE = 3, cache_size = 200, max_iter = -1

Logistic regression C = 1.0, penalty = l2, tol = 0.0001

Random forest n_estimator = 100, min_sample_leaf = 1, min_sample_split = 2

Xgboost base_score = 0.5, learning_rate = 0.2, max_depth = 2, min_child_weight
= 5, n_estimator = 50

Xgboost

Comes under the boosting subclass of the ensemble techniques, where multiple
decision trees are used parallelly to produce optimal outcomes.

Decision Tree

It is a tree-based algorithm, which splits the values of the dataset into its complete
depth and shows various outcomes over a series of decisions.

Various Parameters and Hyper-parameters are responsible for predicting the
performance of any ML model. In our case, we have used GridSearchCV to perform
hyper-parameter tuning and choose the best performing parameters as described in
Table 2.

5 Results and Discussions

To forecast the onset of diabetes, various classification algorithms were used in this
study. The classification results as the accuracy of predicting diabetes for different
methods are presented in Table 2. From the table, it can be observed that the
random forest and Xgboost classifier techniques, each with an accuracy of 82.00%,
performed better than other methods on the PIMA India dataset. The ensemble
methods (Random Forest and Xgboost) performed better than the traditional clas-
sification algorithms (KNN, logistic regression, SVM, and decision tree) because
the ensemble techniques are meta-algorithms that join numerous ML techniques
within a single prime model to lessen variance (bagging), bias (boosting), or enlarge
prediction accuracy (stacking). The ensemble techniques are promising candidates
for future data exploration and prediction of variousmulti-attribute diseases. Further-
more, it can assist the healthcare consultant and assist as a second assessment for
better decision-making based on extracted attributes [9, 10].

Precision and recall metrics also help in figuring out the performance of different
ML algorithms. Precision figures that, out of all the predictive positive results, how
many of them are positive. It is also known as a positive prediction rate. Whereas,
recall tells us that, out of total positive values, how many are predicted positive. It is
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Table 3 Comparison of
different classification
techniques and their
accuracies, precision, and
recall values

Classification technique Accuracy Precision Recall

Random forest 82 81 82

Xgboost 82 82 82

KNN 81.7 79 80

Logistic regression 79 79 79

SVM 78 77 78

Decision tree 77 76 77

also known as true positive rate or sensitivity. We have computed the classification
performance based on these metrics as well. The results are presented in Table 3.

Numerous studies have been done before on the early prognosis of diabetes, these
models also utilized data mining techniques such as ours. ML algorithms such as
KNN have performed well, having accuracies ranging from 72 to 80% [4, 25, 26].
Logistic regression algorithmachieves resultswithin the accuracies of 65–78%[9, 27,
28]. The Algorithms enlightened in this study vis-à-vis random forest and Xgboost
achieved, as proposed, higher accuracies than others, falling within the range of 75–
80% [9, 10, 29, 30] and 73–80% [31], respectively. Our results are in line with other
results and validate that the ensemble method (Random Forest and Xgboost) are
more suitable for early diabetes prognostication. The dataset pre-processing method
we demonstrated in this study arrives at a comparatively higher accuracy in each of
the models presented [4, 9, 10, 32]. However, our study utilizing Ensemble Model
has achieved an accuracy of 82%.

6 Conclusion

This paper presented an automated method to predict diabetes using classical and
ensemble-based ML algorithms. The methods were employed to predict the onset of
diabetes in women of PIMA India heritage. TheML algorithms such as KNN, SVM,
logistic Regression, Xgboost, decision tree, and random forest have been success-
fully geared on the training and testing dataset. Moreover, as a novel work, data
pre-processing techniques such as feature scaling, feature engineering were applied
the first time for this dataset, which lead to enhanced accuracy. Based on the exper-
imental results, we conclude that the ensemble models provide the best substitute
for traditional classification algorithms. The performance of the models was tested
with only one data set. Various datasets could be utilized to test the performance
of different models in the future. Deep learning methods and convolution neural
networks will also be used as a classifier in future work.
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Classification of Epileptic Seizure Using
Machine Learning and Deep Learning
Based on Electroencephalography (EEG)

Mohammed Tawfik , Ezzaldden Mahyoub, Zeyad A. T. Ahmed,
Nasser M. Al-Zidi , and Sunil Nimbhore

Abstract Epilepsy is a type of neurological brain disorder due to a temporary change
in the brain’s electrical function. If diagnosed and treated, there can be no seizures.
Electroencephalogram (EEG) is the most common technique used in diagnosing
epilepsy to avoid danger and take preventive precautions. This paper applied deep
learning and machine learning techniques for detecting epileptic seizures and identi-
fyingwhether machine learning or deep learning classifiers aremore pertinent for the
purpose and then trying to improve the present techniques for seizure detection. The
best performance of the deep learning models has been achieved by implementing
the convolutional neural network (CNN) algorithm on the EEG signal dataset in
which the result appears as follows: accuracy 99.2%, specificity 99.3% and sensi-
tivity 98.7%. For hybrid deep neural network CNN with long short-term memory
(LSTM), the accuracy reached is 98.7%.

Keywords Convolutional neural network · Epilepsy · Seizures ·
Electroencephalography · Long short-term memory

1 Introduction

Epilepsy is a chronic neurological disorder that makes brain activity abnormal
because of the brain’s neurological electrical discharging. Epileptic seizures are
considered as a positive sign of brain disorder [1]. It has many symptoms, such as
sudden disruption, arm and leg spasms, fear and anxiety. According to WHO, about
50 million people in the world have epilepsy, 2.4 million annually [2]. However,
approximately 70% of epileptic people, if correctly diagnosed and treated, can expe-
rience no seizure. Epilepsy has two types of seizures generalized primary and partial
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Table 1 Frequency of brain
status

Frequency (Hz) Type

13–> Beta

7.5–13 Alpha

3.5–7.5 Theta

3 Hz–< Delta

[3] where the partial seizures paroxysmal discharge is in focal areas of cerebral cortex
temporal lobe. The abnormal discharge originates from the diencephalic activating
system and spread.

Seizure occurs suddenly and frequently. It may be impossible to locate epilepto-
genic areas due to the seizure’s electric activity, and maybe it explodes and spreads
over a wide range of cortical surfaces. Therefore, there are some technological tools
that help epileptic people and give them hints to take precautions before it happens,
enabling them to take safe actions and avoid falling or driving. The individuals should
know about the indicators of causing epileptic disorders and indicators before it
happens. The researchers are trying to develop instruments for predicting the most
common EGG, MRI by recording the electrical activity that is called neurophysio-
logical measurement from the surface of the head and skull by electrodes attached to
an individual bywire. The brain activity for epileptic people can be preictal, interictal
and ictal.

To locate the accurate epileptic seizure position is still a challenge. For example,
the measurement applied to the postsynaptic neuron potential summation does not
exceed an area of (1–6 cm) of the cortex. The acquired waveform reverts the cortical
electrical action. The frequency of the wave of Delta starts at 8–13 Hz, delta <4 Hz,
beta 13 Hz. Table 1 describes the frequency of brain status [4].

Delta is usually a normal activity in newborn children till one year and in stages
3 and 4 of sleep, which is above abnormal. The beta normal activity appears during
paying attention, worries or eyes open or closed. Alpha is called normal relaxation.
It occurs if the eyes are closing and relaxing and fades when opening eyes. Theta
is considered normal in children up till 13-year-old, and above this age, it can be
classified as abnormal. The researchers proposed a technique for distinguishing and
predicting the epileptic seizure by extracting EEG signal features using fast Fourier
transform (FFT), discrete wavelet transform (DWT), autoregressive (AR) and Mel-
frequency cepstral coefficients (MFCCs). They appliedML classification algorithms
to achieve high accuracy with the availability of data. We employed deep learning to
achieve the highest accuracy to classify seizures.
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2 Related Work

Deep learning and machine learning become one of the most effective disease detec-
tion and predictions techniques especially with a large dataset. A few studies incor-
porate deep learning, and the others usemachine learning for epileptic seizure predic-
tion; here, we report themost significant studies related to the study. There are various
methods for feature extraction from EEG signals and classifiers for epileptic seizure
detection. The most common feature extraction is permutation entropy (PE), FFT,
DWT and AR model.

Ouyanget al. [5] developed anARmodel to recognizeEEGsignals amongcontrols
and patients with epilepsy. The data have been collected from 23 patients. The model
achieved 87.54% accuracy using the boost classifier. They used an Epilab software
for feature extraction by a sliding window approach with non-overlapping windows
and the duration 5 s, and EEG segment is divided into a set called EEG epochs.
Every epoch contains 18 channel signals that apply finite impulse response (FIR),
calculate and represent along with the channel signal and filter coefficients to get
an 18-dimensional vector from each segment. Hindarto et al. [6] proposed a method
for feature extraction from EEG using FFT and applied the root mean square RMS
with average power spectral density to evaluate those acquired features. The data
have used 200 signals, each signal has 1409 points, and then they apply ANN for
classification; they achieved 92.5% accuracy with the number 60 hidden layers and
1000 Iteration.

Hassan et al. [7] have used the ensemble empirical mode decomposition with
adaptive noise that has been designed for analyzing non-stationary and nonlinear
signals. The study was conducted for each class using the AdaBoost algorithm. The
accuracy for each class was as follows: class 1 97.6%, class 2 99.2%, class 3 100%,
class 4 98.68% and class 5 100%. Chandaka et al. [8] used cross-correlation that
is a mathematical operation to find similarity of two signals. They used a publicly
available dataset from the University of Bonn, California. The result achieved was
95.96% accuracy by using the SVM classifier. Guo et al. [9] used a multi-wavelet
transform based on approximate entropy which is a technique used to quantify the
signal’s complexity and regularity. They used public dataset from the University of
Bonn and applied an ANN classifier. The overall accuracy result is 98.27%. Li et al.
[10] proposed an automatic seizure detection system using deep learning on a dataset
from Bonn University. Then, they applied nested long short-term memory (LSTM).
The obtained accuracy was 98.44%.

Omar et al. [11] have applied DCNN to the EEG epilepsy dataset, which has
been provided by Boston Children’s Hospital for 23 patients. The overall accuracy
is 90%. Minxing et al. [12] applied Stockwell transform which is a time–frequency
representation to extract features from the EEG database provided by the Epilepsy
Center of the University Hospital of Freiburg. The dataset consists of 21 records
for patients who have epilepsy. They implemented bidirectional long short-term
(BiLSTM). The achieved accuracy was 98.69%. Musa et al. [13] proposed a novel
method for epilepsy detection by features extraction using dual-tree complexwavelet
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transform and used complex-valued classifiers CVANN. The public dataset used was
obtained from theUniversity of Bonn. They achieved 99.5% accuracy usingDTCWT
with CVANN-2 and 100% by using DTCWT with CVAN.

Sari et al. [14] proposedFPGA-based real-time for the classification of an epileptic
seizure. They used a dataset that consists of 822 signal recorders obtained from
Temple University Hospital, Seizure Detection Corpus (TUH EEG Corpus). They
implemented continuous wavelet transform (CWT) for feature extraction. The exper-
iment was conducted on field programmable gate arrays (FPGAs) for real-time
classification using ANN. They achieved 95.14% accuracy.

3 Materials and Methodology

Applications of machine learning and deep learning have a widespread technique
recently in health and biological fields for better diagnosis and prediction. This paper
aims to compare machine learning to deep learning models to get a high-accuracy
model to diagnose epileptic seizures.

3.1 Dataset

For this study, the publicly available EEG dataset from Bonn University has been
used from the UCI website. The dataset consists of 400 people; 200 with epilepsy
and 200 normal. The EEG signal has been acquired by the “PCI-MIO 16E DAQ”
card system [15]. The dataset consists of 5 folders that contain 100 files, each file
refers to a single person, either patient or non, each file recorded brain activity and
different status for 23.6 s, and then they were sampled to 4097 data points and a
total of 500 individuals divided and modulated 4097 data points into 23 slices. Every
slice consists of 178 data points per 1 s, so they become 23 × 500 = 11,500 rows of
date variables X1-X178. Y represents the target that consists of 5 classes {1, 2, 3, 4,
5}. Class 1 represents seizure activity; class 2 represents the area where the seizure
has been located; class 3 represents a positive sign if the area is identified; class 4
represents the signal recorded during eyes closed; and class 5 stands for the signal
recorded during eyes open classes 2, 3, 4, 5 which refers to those who do not have a
seizure, while class 1 refers to those who have an epileptic seizure.

3.2 Preprocessing

Data preprocessing techniques transform the raw data into a readable, understandable
and appropriate miner for statistical methods and machine learning algorithms [16].
The data have passed through some standardized binary classification methods: data
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Fig. 1 Diagram of K-fold cross-validation (Modified from Ashfaque, 2018) [17]

cleaning, data quality assessment, data aggregations, data sampling, dimensionality
reduction, feature encoding, data scaling and splitting process. The missing values
have been processed by using the mean, Std., etc., excluding the first row and the
remaining features were 178, 11,500 samples stored in the x variable. There are 5
classes (1–5). In this study, we have converted the value which is greater than 1–0
where class 0 refers to non-seizure and class 1 refers to epileptic seizure. Second,
we applied a statistical method to split data called K-fold cross-validation. To avoid
overfitting, data have been split into 10 groups as shown in Fig. 1.

In the feature scaling steps, we applied the standard scaler to minimize the value,
which helps in speeding up execution that is performed using equation z = (x − u)/s
where u represents the mean and s is the standard deviation.

3.3 Machine Learning Models

The person with epilepsy can be detected using EEG signal and applying machine
learning algorithms such as SVM, LR, KNN, decision tree, random forest, XGBoost
and CatBoost.

SVM Classifier

SVM is a set of supervised learning techniques applied for classification or regression
[18]. SVM classifier has been adopted in our model for seizure classification on
EEG dataset. Our experiment has been conducted using python. A total of 2300
patients have seizures represented by class 1, and the non-seizure patients are 9200
represented by class 0. The evaluation of the model was done by using sensitivity
and specificity. The hyperparameters were adjusted in the SVM model to achieve
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Table 2 The results of machine learning models

Model Accuracy (%) Sensitivity (%) Specificity

1 SVM classifier 97.5 91.8 99.1

2 Decision tree classifier 93.2 81.7 96.3

3 Random forest classifier 97.7 95.1 98.6

4 Quadratic discriminant analysis 93.1 95.1 98.6

5 K-nearest neighbor 93.1 67.8 100

6 Extreme gradient boosting 98.1 93.4 99.3

7 CatBoost classifier 97.9 92.2 99.4

high accuracy like kernel = “poly,” gamma = “ scale,” and mixite = 15000. The
evaluation of performance is shown in Table 2.

Decision Tree Classifier.

Decision tree (DT) is a type of supervised machine learning algorithm that is used
to solve regression and classification problems [19]. The DT is used to identify a
class or value according to which target it belongs using the decision rules from the
training data itself. Decision tree classifier works like graph structure that consists
of nodes. Root node represents the location where we take an attribute and ask some
questions, the edges act as the answers to questions, and the leaves act as the class label
or output. The decision tree provides a method for selecting the topmost attribute.
The test condition evaluates each node for different attributes. It is the corresponding
outcome by selecting the highest result. The accuracy result of decision tree is 93.2%.
The performance metrics evaluates our classifier including accuracy, specificity and
sensitivity as described in Table 2.

Random Forest Classifier

A random forest is an ensemble learning technique developed for regression and
classification [20]. It is a construct of a large number of decision trees in which each
decision tree in a random forest that produces one class, and the produced class that
gets the highest number of votes will become our prediction models. The accuracy
result of random forest is 97.7%. The performance metrics evaluates our classifier
including accuracy, specificity and sensitivity as described in Table 2.

Quadratic Discriminant Analysis (QDA)

QDA is a type of supervised classification classic methods and probabilistic and
statistical learning technique [21]. It is used for numerical attributes and nominal
labels basedon the discriminant analysis bydeterminingwhichvariables discriminate
between two or more groups [22]. QDA is not different from LDA; only in the
covariance matrix can it be different for each class �k, for every class k = 1, 2, …,
K. The quadratic discriminant can be found by using this equation:

k(x) = −12 log|�k| − 12(x − μk)T� − 1k(x − μk) + logπk (1)
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The classification can be found by using this equation:

G(x) = arg max kδk(x) (2)

The accuracy result of QDA t is 93.1%. The evaluation of the performance of the
QDA classifier is described in Table 2.

K-Nearest Neighbor

It is one of the topmost machine learning algorithms that is simple and easy to use
for classification and regression. It is applied to various applications like healthcare,
image and video recognition, finance, marketing [23], etc. K-NN is nonparametric
that does not involve any assumptions as to the formor parameter [24]. It is considered
of lazy learning types, which means the model does not need any training data points
before predicting by storing the training data points until classification is performed.
K-NN classifier work is based on closest training sample [25]. The corresponding
data are classified into training and test sample points, and the evaluation is based
on distance; the data point that has the lowest distance is called the nearest neighbor.
The object is classified based on a vote of the nearest neighbor, and then the object
is assigned based on the class most common among its K-nearest. In our classifier
model, we are tuning the hyperparameters like n-neighbor= 3, weights= “ distance”
to achieve the high accuracy. The accuracy result of K-nearest neighbor is 93.1% as
described in Table 2.

Extreme Gradient Boosting

Boosting is ensemble based on a learning technique that changes the powerless
model to strong estimators that works sequentially as circular iteration [26]. Each
one tries to correct an error that belongs to its predecessor model to minimize the
loss function like learning in a neural network. Gradient Boosting is a boosting
technique in which each iteration of the new predictor is created to fit on the pseudo-
residuals (errors) of the predecessor predictor till getting final improvements, rather
than adjusting the weights for each incorrect classified at each iteration. Ensemble
machine learning includes severalMLmodels to create one superior predictivemodel
to get optimal accuracy [27]. XGBoost is a modern ensemble machine learning tech-
nique for classification, regression and ranking problems. It is an efficient and fast
implementation of Gradient boosting structure to find the topmost tree model. Tianqi
Chen and Carlos Guestrin created it on 2016-08-01 [28]. XGBoost is an application
of the gradient boosting that is used to find the best and most accurate tree model
and focused on computational speed. XGBoost supports parallelization, cache opti-
mization, distributed computing, and processing large dataset. The accuracy result of
extreme gradient boosting is 98.1%. The overall performance of XGBoost is shown
in Table 2.

CatBoost Classifier

CatBoost classifier is a high-performance library for gradient boosting on the decision
tree created by Yandex Russian company Technical in April 2017 [29].
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It is the development of the matrix net algorithm. It is more accurate, extensible
and robust. It supports textual, numerical and categorical features. CatBoost offers
two features that make it more accurate in executing the ordered boosting [30]; it
is a permutation-driven algorithm to process categorical features. It permutes the
training data samples. Through the training phase, a group of decision trees is built.
Consequently, a consecutive tree is built with reduced loss error compared to the
preceding trees and the number of trees determined at the beginning using a parameter
to avoid overfitting. In addition, there is an overfitting detector that helps to stop the
training early. Then, the training parameters impose; it is operated automatically if
the threshold’s value is greater than the current p-value, current-P-value < threshold.
Current p-value is calculated using metrics score, and ExpectedInc is calculated by
the following formula.

ExpectedInc = maxi1 ≤ i2 ≤ i0.99i − i1 .(score[i2] − score[i1]) (3)

(4)

(5)

The CatBoost technique checks the iteration’s number before building a new tree
till the iteration is applied to the optimal loss function value. The building steps in
CatBoost are:

1. Prior calculation of splits using quantization for the numerical features to find
the best possible ways to split data into segments called buckets.

2. Transforming the categorical features into the numerical format using the
ordered target encoding that is performed within two steps: permutation of
the training data points to any random order and quantization to convert the
targeted values from a floating to an integer point.

3. Selecting the right tree structure to select a structure following some rules. How
“feature-split pair” is selected and assigned to leaf:

• The list is formed of the candidates from (“feature-split pairs”) then assign
to the leaf as the split.

• b-Several penalty functions are calculated for every object. All candidates
obtained from the first step that has assigned to the leaf and finds the split with
the smallest penalty that has been selected. The produced value is assigned to
the leaf; the procedure continuously is repeated for all leaves till the number
of leaves equals or matches the depth of the tree.

Score functions [31]:

L( f (x), y) =
∑

wi.l( f (xi), yi ) + J ( f ) (6)
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the purpose score type is used to identify the next split through the tree construction,
and the goal of supervised learning minimizes the loss function. CatBoost supports
several core functions, e.g., L2 Use first derivatives, Cosine, Newton L2 and Newton
Cosine. The accuracy result of XGBoost is 97.9%. The evaluation for XGBoost
classifier is described in Table 2.

3.4 Deep Learning Model

Deep learning is a subset of machine learning depending on the function of a neural
network that consists of layers, weight, bias, and activation function. It provides
solutions to so many complex problems like anomaly detection, image recognition,
video recognition, etc. [32]. This section of this paper is the implementation of deep
learning using neural networks such as MPL, ANN, RNN -LSTM and CNN-LSTM.
Figure 2 shows the architecture of deep learning models.

Fig. 2 The architecture of ML models
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Multi-layer Perceptron (MLP)

Multi-layer perceptron (MLP) is a type of feedforward artificial neural network that
consists of 3 layers: (i) an input layer, (ii) hidden layer and (iii) output layer of single
hidden layer [34]. MPL classifier belongs to the Scikit-learn library. Figure 4 shows
the MLP architecture, which uses a nonlinear activation function for neurons node
like ReLU, tanh, etc.

The data training passes through input layer and then to the hidden layer for
processing multiple inputs by weight, adding bias, etc., as shown in Fig. 3. The
result is represented in the output layer. Here is the discussion for each layer. First,
we feed the input data to the input layer (neurons), add weights, and calculate the
summation. Second, we add the bias to the previous input multiplied by weight to
shift every point in a particular direction that may be at left or right, etc., and then
feed the summation to the activation layer for mapping the input values to output for
classification or regression depending on the model function. MPL contains a variety
of parameters that help to minimize the loss function based on the gradient descent
technique [35]. This model is based on 150 hidden layers with Adam optimizer,
and the training is done by 1000 iterations to get the highest accuracy of 98%, as
described in Table 3.

Artificial Neural Network (ANN)

Artificial neural network (ANN) is a part of the computing system designed for
information processing by mimicking the human brain through personifying the
biological nervous system [36]. It consists of many interconnected neurons. It has

Fig. 3 The architecture of deep learning models
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Table 3 The results of the deep learning models

Model Accuracy
(%)

Sensitivity
(%)

Specificity
(%)

Optimizer F-score
Class 0

F-score
Class 1

1 MPL
classifier

98 93.9 99.1 – 0.99 0.95

2 ANN 98.6 97.15 99 RMSprop 0.99 0.97

3 LSTM 98.5 96.7 99.3 Adam 0.99 0.97

98.3 94.7 99.3 Adagrad 0.99 0.96

4 CNN 99.2 98.7 99.3 RMSprop 1.00 0.98

98.2 98.2 99.1 Adagrad 1.00 0.98

98.6 95.12 99.6 Adam 0.99 0.97

5 CNN-LSTM 98.6 95.12 99.6 Adam 0.99 0.97

Fig. 4 The architecture of MLP, 2020 ( Reproduced with permission from Taimoor) [33]

the same paradigm in the artificial neural network in which every cell is called
node or neurons that receives the input. The components of ANN are the input
layer/neurons, weights, bias, hidden layers, activation function, output layer that has
two terminologies: feed-forward, back-propagation as shown in Fig. 5.

In feed-forward, we pass the input data to the node with its weight adding the bias
and then we find summation for each node with weights and the bias adding to the
sum. The function of bias is to move data point through the origin:

∑
F(X1.W1 + X2.W2 + b . . .) (7)
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Fig. 5 The architecture of an ANN, (By Nadya Aditama, 2019) [37]

Then, the data pass through a nonlinear function called activation function for
mapping input to output. There are types of activation functions such as sigmoid,
tanh, ReLU. The backpropagation for minimizing the error (cost function J(�))
equals predicted values—actual values till it becomes close to 0 by adjusting the
weights. All that is performed using gradient descent or optimizer. The structure of
our model for seizure epileptic classification is built using Keras API. The model
consists of 100 neurons, activation function ReLu, sigmoid for mapping output for
classification with Adam and Adagrad optimizers. The accuracy achieved is 98.6%
on the validation of data, as described in Table 3.

Recurrent Neural Network

LSTM is a deep learning technique which is a special kind of RNN network created
by Schmidhuber and Hoch Reiter in 1997. It is designed for memorizing the previous
input data. It is used for classification, predicting time series [38].

LSTM provides an excellent solution for sequential data such as speech recog-
nition, translation, image caption, and anything related by period time. It is a back-
propagation terminology. LSTM has three gates: forget, input and output as shown
in Fig. 6.

Input gate selects the appropriate value from input samples which is used to adjust
the memory and input to the cell. The sigmoid function is used as the combining
function for three gates: input, output and forget in which its output is between 0 and
1. Tanh or ReLU functions add weightage to the values that have passed calculated
using formula:

i t = σ(Wi · [ht − 1, xt] + bi) (8)
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Fig. 6 LSTM gates (with permission from Greg Surma, 2018) [39]

Ct = tanh (WC · [ht − 1, xt] + bC) (9)

Forget Gate

Forget gate is called sigmoid that selects which part of new information to store in
the cell state or get rid of it out [40]. The input gate layer (sigmoid) selects the values
that will update next tanh or ReLU. It creates an array for new candidates’ values,
C~t. It will be added together to the state using formula:

f t = σ(W f · [ht − 1, xt] + b f ) (10)

Output Gate

The output gate selects the state of the next hidden state that should be remembered
to be updated on the internal cell state. The hidden state decides what the information
is to be kept to the next step [41]. The hidden state also is used for predictions.

ot = σ(W0 [ht − 1, xt] + bo) (11)

ht = ot ∗ tanh (Ct) (12)

In our recurrent neural network architecture, LSTM, we are using 2 layers of
LSTM with 200 neurons and many optimizers including Adam, Rmsprob, Nadam,
SGD, loss sparse_categorical_crossentropy, Activation ReLu, early stopping with
min mode for monitor loss, dropout = 0.2, 6 dense layers with different values,
sigmoid for 2 classes, 100 epochs. The performance evaluation of LSTM with the
Adam optimizer is described in Table 3. The accuracy achieves 98.5%. The perfor-
mance evaluation of LSTM with Adagrad optimizer is described in Table 3. The
accuracy achieves 98.3%.
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Convolutional Neural Network (CNN)

CNN is a feed-forward deep learning network that is distinguished by extracting
features automatically. It can be used in various fields such as image processing,
pattern recognition, voice recognition, time series and natural language processing
[42]. It is a special kind of neural networks that uses convolution that performs
mathematical operations, linear transformation. Various types of convents were first
introduced in the 1980s by Yann LeCun [43]. Second, AlexNet was introduced by
Alex Krizhevsky in 2012 that is based on multi-layered neural networks that reach
8 layers [44]. VGGNet 16 by Simony and Zisserman was introduced in 2014 to
ILSVRC computer vision competition which consists of 19 layers [45]. Google Net
was designed by Google in 2014 which consists of 22 layers, while residual neural
network (ResNets) was introduced in 2015 with 152 layers [46].

• CONV layer captures some features from image or data and then execute the
convolution operation by filters and scanning input data [46] that has width and
height, conv layer has many parameters input and output channels as shown in
Fig. 7 and filter with padding as shown in Fig. 8.

• ActivationLayer is a nonlinear layer in the convolutional layer. Its function decides
which neuron will be activated or not using calculation weighted sum and adding
bias. There are many types of activation layers: sigmoid function, rectified linear
unit (ReLU), tanh, leaky ReLU [48].

• Pooling layer is used to reduce the data dimensions from convolutional layer by
functionmax pooling or average pooling. This stride collects outputs of the neuron
at one layer into a single neuron. Stride function selects the number of pixels to
which the window should be moved as shown in Fig. 9.

Fig. 7 Convolution layer
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Fig. 8 Convolution layer (By Li Yin, Convolution layer, 2018) [47]

Fig. 9 Max pooling layer

• Fully connected (FC) layer consists of group MLP layers. FC is a function that
makes full connections for all activations in the previous layers and converting
them to a single vector. It applies the weight to predict the right label and find
probabilities for every label separately [49].

• Softmax function is an activation function similar to tanh, ReLU. Sigmoid is
applied on the output that depends on probabilities because it makes logistic
function regression that is used for multi-classification [50].

Our CNN models consist of 5 layers of Conv1D as shown in Fig. 10 with 64
channels of filters, dropout layer, max-pooling, flatten, dense, sigmoid function for
mapping the output. The model is trained on the cloud by using Google Colab, the
batch size was 200, and the number of epochs was 100. The performance evaluation
of CNN with RMSprop optimizer is shown in Table 3.

Figure 11 shows the confusion matrix. The accuracy of training and validation
achieved is 99.2% as shown in Fig. 12. The loss of accuracy of training and validation
is shown in Fig. 13.
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Fig. 10 The architecture of CNN model

Fig. 11 Confusion matrix CNN model

CNN-LSTM Model

This model combines CNN Conv1D and LSTM [51]. The model structure has two
layers ofConv1Dand two layers of LSTMas shown inFig. 14. The accuracy achieved
is 98.6% as described in Table 3.

4 Result and Discussion

Several studies have been conducted on an automatic seizure using EEG signals
for prediction and detection. In this paper, we compared the performance of several
different ML and DL techniques to find the highest accuracy model for seizure
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Fig. 12 The accuracy of CNN with RMSprop optimizer

Fig. 13 The accuracy of training and validation of CNN with RMSprop optimizer

detection. In machine learning models, we modified the parameters to reach the
highest accuracy. The evaluation of its performance included classifiers SVM, deci-
sion tree, RF, QDA, KNN, XGBoost and CatBoost. The highest accuracy perfor-
mance achieved by using XGBoost classifier is 98%. Then, CatBoost archived 97%
accuracy. Tables 2 shows the results: SVM classifier 97.5% and RF 97.4%.

This study applied various deep learning algorithms. The models are trained on
the Google cloud using Google Colab and laptop core i7 8th, 6gb Graphics Cards
using MPL Classifier, ANN, LSTM, CNN and CNN-LSTM. The fine-tuning was
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Fig. 14 The architecture of CNN-LSTM

done for each neural network of the models, and hyperparameters changed as well
as several optimizers, like Adam, SGD, Adagrad, RMSprop, were applied in our
models because of their effect on performance.

Here is a summary of the performance of DLmodels. 99.2–99.3% is the accuracy
achieved in CNN with Conv1D and 64 filters with Adam optimizer and learning rate
= 0.001 result as shown in Table 3, whereas as it is 98.5% with Adagrad. The best
obtained accuracy using LSTMwith RMSprop optimizer is 98.4% as shown in Table
3, which was equal to the results obtained using Adagrad optimizer. The accuracy
obtained using ANN with RMSprop was 98.17%, while it is 98% when using MPL
classifier as shown in Table 3.
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5 Conclusion

Epilepsy is a neurological disorder in the formof sudden changes of behavior because
of a temporary change in the brain’s electrical function which makes locating the
accurate epileptic seizure position challenging because the change spreads over a
wide range of cortical surfaces. EEG is the most common technique used in diag-
nosing epilepsy. In this paper, we used an EEG dataset obtained from 400 people,
200 with epilepsy and 200 normal. The discrete wavelet transform and ARwere used
to extract the important features from the data obtained.

In our experiments, we used machine learning algorithms, deep neural network
for the classification of epileptic seizure using two classes: class 1 for seizure and
class 0 for non-seizure. The experiments were conducted to get the most accurate
model by optimal tuning parameters, layers, etc. the best model we came up with
achieved the accuracy of 99.2% in which CNN Conv1D and Adam optimizer were
used. The results surpass those obtained using ML models including LSTM, ANN,
MPL.
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An Analytical Approach for Extracting
Entities and Their Emotional Tones
in Narrative Scenarios

V. Ashwanth and Sneha Sreedevi

Abstract Analyzing novels or stories helps us to review or evaluate certain aspects
related to the plot, characters or the theme of the story content. But story analysis
done manually is an extremely time-consuming task. The introduction of machine
learning algorithms has made analysis of text relatively easier. Relation extraction is
a Natural Language Processing (NLP) task that helps us to extract relations of people,
places and other entities in a text. Identifying the characters and their intent in stories
is an important part for understanding the meaning of the story. The characters
are firstly identified, and sentences related to them are selected. Relation extraction
is performed by extracting the Subject-Verb-Object (SVO) triples in the selected
sentences, and the relations of the extracted entities are representedusing aknowledge
graph. Performing sentiment analysis on the extracted information of the entities will
enable us to understand the emotions regarding the characters or plots involved in the
story. Finally, a summary of the story is presented using the latent semantic analysis
(LSA) method. These would constitute a good story analyzer that could help us
understand the essence of the story represented through a shorter format.

Keywords Natural Language Processing · Story analysis · Latent semantic
analysis · Relation extraction · Sentiment analysis · SVO triples

1 Introduction

Literary analysis is the process where we critically examine a work of narrative text
in order to understand how the individual parts contribute to the whole. Elements
such as the characters, themes, plot, etc. will have to be considered when analyzing a
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novel or short story. Presently, knowledge representation is mostly hand-authored, a
notoriously time-consuming task, which requires expertise in both English literature
and storytelling.
Natural Language Processing (NLP) is a branch of artificial intelligence that helps
in creating a seamless interaction between computers and humans using natural
language. Some of the everyday uses of NLP include spellcheck, autocomplete, spam
filters, etc. Multiple NLP tools are available that would help us perform tasks like
relation extraction, sentiment analysis and text summarization. NLP can be applied
for any text, but in this paper, focus is given on narrative texts such as short- and
medium-level stories.

Relation extraction involves the extraction of semantic relationships between the
entities in a text. The relations could occur between multiple entities like Person,
Organization, Location. Since stories could come under a vast field of themes and
relations, classifying the relationships based on any particular types like father-son,
brother-sister, would be out of the question. Thus, an unsupervised-semantic based
approach would be followed that would extract the relations that are already present
in the text.

Sentiment analysis is the process of detecting whether a text is positive, negative
or neutral. It helps in understanding the emotional tone involved behind a body of
text. In the context of story analysis, a more aspect-based or entity-based sentiment
would be required. The sentiments of the main characters in the literature would help
us gather an insight on their emotional involvement in the setting of the story. A rule-
based approach would help us identity and classify the sentiments of the characters
in the story.

Text summarization is the technique of shortening or condensing a long piece of
text to a shorter version, reducing the size of the initial text while maintaining the
key elements and meaning of the content. There are two different approaches for
automatic text summarization: an extractive and an abstractive approach. Extractive
summarization will pick up sentences directly from the document based on a scoring
mechanism to form a comprehensible summary. Latent semantic analysis (LSA) is an
extractive approach that identifies semantically important sentences. It learns latent
topics by performing a matrix decomposition on the document-term matrix using
singular value decomposition (SVD). The matrices we obtain are word assignment
to topics matrix, topic importance matrix and topic distribution across documents
matrix. These matrices can be used to further perform computations and choose the
most relevant and important sentences for creating a summary.

Story analysis when done manually is a tedious work. Hence, there is a need to
automate this task. Using NLP-based techniques, a review of the story can be made
such that a user can understand the essence of the story from the shorter version of
it.
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2 Related Works

Previously, researches have been performed on story analysis and the individual
components that could make up an automated story analyzer, but no paper exists
that performs all the necessary tasks to make a fully developed analyzer. In the story
analyzer developed by Mitri et al. [1], Stanford’s CoreNLP is used along with D3
visualization functionality to produce dashboard of interrelated and user-responsive
visualizations. They have used Stanford’s CoreNLP’s NLP services for the prepro-
cessing tasks including tokenizing, parts-of-speech identification, dependency pars-
ing, named entity recognition, coreference resolution and temporal tagging. Subject
and object in a sentence are being extracted if a verb is present, and a word-cloud
of the result is presented. Google charts and maps are also used for visualizations
of the time, date and locations identified in the story. Relation extraction is one of
the key components required for an analyzer. A verb-based algorithm developed by
Rodrigues et al. [3] that would extract multiple relations in a single sentence from
biomedical publications is a good approach to relation extraction. Named Entity
Recognition (NER) is applied for extracting entities, and verb-detection algorithm is
applied for extracting relevant verbs. The identification is based on two conditions,
if there is more than on recognized bio-entity, and if there is at least one verb that is
semantically similar to one of the Unified Medical Language System (UMLS) verb
list. The algorithm then determines themain verb in the sentence and extracts it. Also,
complicated sentence structures, sentence-level conjunctive structures, phrase-level
conjunctive structures are considered, thus enhancing the relation triples. Atapattu
et al. [2] have extracted triples from lecture notes using the concept of Subject-Verb-
Object extraction. When it comes to sentiment analysis, the most representative way
to execute sentiment analysis is the lexicon-based method. These methods rely on
a pre-defined sentiment lexicon to identify the sentiment polarity of a given doc-
ument. Valence Aware Dictionary and sEntiment Reasoner (VADER) [6], AFINN,
Sentiword, are some of the lexicon-based sentiment analysis tools [4]. A compara-
tive study done on these tools have shown that VADER and AFINN showed good
sentiment classification. AFINN scores words unlike VADER that scores an entire
text. Thus, for entity-based sentiment analysis, AFINN might be a better choice.
A character to character sentiment analysis is being performed in [9]. They were
able to use AFINN to capture detailed emotional dynamics on the characters using
simple techniques. A popular semantic-based extractive summarization technique
is LSA based on SVD [8]. LSA shows that single-value decomposition collapses
multiple terms with same semantic and can identify terms with multiple meaning
and represent documents in lower-dimensional conceptual space. The main part of
text summarization using LSA is in the sentence selection process. Different term
matrices along with other sentence selection techniques have to be used in order to
extract the main sentences to create the summary. One way is to use topic method,
to extract concepts and subconcepts from SVD calculations and are called topics of
the input document [7].



204 V. Ashwanth and S. Sreedevi

3 Problems Identified in Existing Methods

Some problems identify in the existing system during the literature survey are:

1. There is no story analyzer that performs all the necessary tasks such that a user
can understand the story from the shorter representations.

2. The SVO triple extraction doesn’t consider the existence of multiple sub-
ject/object/verb. Also, all the sentences are extracted rather than considering
the main sentences with entities.

3. For the LSA-based summarization, the system can be improved by giving impor-
tance to sentences that has important entities in it.

4 Methodology

The process of literature analysis using NLP is multi-stage. Initially, text pre-
processing has to be performed on the input text. This processed text will be provided
as input to a Named Entity Recognizer. The identified entities along with sentence
split text will be provided as input to the relation extractor which would provide a
knowledge graph representation of the relations identified. Next, sentiment analysis
will be performed to identified the entity sentiments. Finally a short summary of the
story will be produced.

4.1 Data Collection

Short- to medium-level stories are collected, about 1000–3000 words. These include
fictional and non-fictional stories.

4.2 System Architecture

The diagram (Fig. 1) is the system architecture that represents the overall working
of the methods involved this approach.

4.3 Components

The individual components are:

(i) Pre-processor: The input story is passed to a pre-processor before performing
other tasks. Initially, the contractionwords like can’t, aren’t, etc. are replacedwith
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Fig. 1 System architecture

its expansion. This will help us identify the sentiment better. Then coreference
resolution is performed to resolve pronouns that are substituted for previously
mentioned named entities. This text is passed to sentence splitting, tokenization,
POS tagging and dependency parsing processes. Sentence splitting is the process
where we convert every sentences into individual tokens, tokenization is the
process of converting every word into tokens, POS tagging helps us understand
the part of speech of everyword in the text andfinally the dependency parsingwill
give us the output of the dependencies of thewords in the sentences.Outputs from
each of these processes will be used in the upcomingmodules. It is accomplished
using SpaCy toolkit. The pipeline of the toolkit is shown below (Fig. 2). SpaCy
toolkit was specifically used because of its ability to provide fast and accurate
pre-processing results. Also the tool helps us easily train and configure its NLP
pipeline according to our need.

(ii) Named Entity Recognition: SpaCy tool’s NER is used for entity recognition.
The entities recognized by default are PERSON, NORP, FAC, GPE, LOC,
PRODUCT, etc. Since stories can include other entities such as animals, the
NER is custom-trained with new dataset and labels.

(iii) Relation Extraction: Textacy tool’s SVO functionality is used to identify the
Subject-Verb-Object triples from a sentence. It structures triples from a docu-
ment or sentence through rule-based pattern matching of the annotated tokens.
Initially, entities and its types will be recognized and stored in a dictionary.
The SVO triples will be identified from each sentence that contains an entity. If
the subject or object is an entity that sentence and its relation will be chosen.
Existence of multiple objects/subjects/verbs within a sentence is also consider
when extracting the triples. Finally, a knowledge graph will be created using the
information obtained of the SVO triples.
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Fig. 2 SpaCy pipeline

(iv) SentimentAnalyzer: The task is to analyze the sentiment of each entity and how
they impact other entities in the story. Themost important characters, i.e., named
entities such as person or animal character, will be identified from the text. And
a cooccurrence matrix will be created to identify which of those two important
entities occur in a sentence. Simultaneously, the sentiment of the sentenceswhere
the characters occur is calculated. AFINN [5], a popular lexicon-based sentiment
analyzer tool is used to calculate the sentiment score. The score of that character
pair will be used to display how positive or negative that character is affecting
the story, and between themselves. This will be represented using a colored
knowledge graph, where the brighter the color, the more negative that character
bond is.

(v) Text Summarizer: Extractive summarization will be created using the method
of LSA and SVD. The input text will be converted into a matrix (M) where
the cells are used to represent the importance of the words in sentences. SVD
will be used to decompose the original matrix into three individual matrices that
consists of (U) document x topics matrix, (�) topic x topic matrix and (V T )
terms x topic matrix (Eq. 1)

M = U�V T (1)

Using the information of how important the entities are in the text, and topic
method to extract concepts and sub concepts from the SVD calculation, i.e., how
important the terms and topics are to the document, sentences will be selected
to create the summary.

5 Result Analysis and Discussion

Tests were performed on 30 stories that had 25 fictional stories and 5 non-fictional
stories. A sample output obtained on the stories “The rabbit and the Tortoise” and
“Akbar and Birbal’s Kingdome” is given below.
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Fig. 3 NER output

5.1 Named Entity Recognition

All the named entities were recognized properly by the custom-trained entity recog-
nition model (Fig. 3). The model was trained for 100 iterations with training dataset
consisting of 300 sentences.

5.2 Relation Extraction

The relation extraction produced the output as shown (Fig. 4). The initial node rep-
resents the entity class of subject, the end node represents the object and the edge
label represents the relationship between the two nodes. For example, tortoise is the
subject and race is the end object and finished is the relation between both. The algo-
rithmwas able to clearly identify the SVO triples andwas able to create a relationship
knowledge graph.

5.3 Sentiment Analysis

The representation of the negative or positive sentiment between characters is
based on color intensity of the line between the nodes. Here, darker the color (e.g.,
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Fig. 4 Relation extraction output

Fig. 5 Sentiment analysis
output

red) represents the negative sentiment between the two characters Akbar and Birbal
(Fig. 5.). According to the story, Akbar had banished Birbal from his kingdom and
there is a feud occurring between the two. Hence, the sentiment analyzer was able
to capture the sentiment involved between the characters properly.
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5.4 Text Summarization

Using the concept of LSA, the most important and semantically correct sentences
were extracted from the text to produce the short summary. Out of 30 sentences of
the original text, only 8 important sentences were selected.

Even though the output for the fictional stories were convincing, the non-fictional
stories had issues in recognizing the entities since they didn’t have enough character
entities to perform other NLP tasks. Also, since some stories didn’t have enough
sentimental words in them, the sentiments displayed were null. Even though the
LSA was able to capture most of the important sentences, some major sentences
were left out because of its lack of occurrences in the document, as LSA works on
the basis of topic importance. The LSA was able to capture most of the important
sentences with a rouge score: 83% .

6 Conclusion and Future Work

In this research work, a story analyzer has been implemented that could help a user
understand a story through a shorter and condensed version of the same. This is
achieved through NLP tasks such as relation extraction, sentiment analysis and text
summarization. Themethods of SVO triple extraction for relation extraction, lexicon-
based entity sentiment analysis and text summarization using LSA are performed to
create the short review version of the story. The system of story analyzer presented
is uncommon and provides better text summary score than the previous attempts.

Other relation extraction techniques like LSTM, tree kernel-based relation extrac-
tions can be used to improve the output of the system. Also, abstractive text sum-
marization can be used instead of the extractive method to provide a human like
summary output.
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A Simple Divide-and-Conquer Algorithm
for Solving an Instance of Planar Convex
Hull Problems

Sariah López-Fierro

Abstract This work presents, analyzes and justifies an alternative of divide-and-
conquer algorithm for solving an instance of planar convex hull problem of a set
S with a MergeSort algorithm. The presented technique allows to improve the
execution time for the solution of the problem in O(n log n + n). It is also proven
that k-subproblems would not improve the execution time, unless its implementation
in a parallel computation model is considered.

Keywords Convex hull · Algorithm · Divide-and-conquer · QuickSort ·
Computational geometry

1 Introduction

More than a century ago, in 1893, J. J. Sylvester posed the first documented math-
ematical question about expected probability in a two-dimensional plane of three
random points [1]. He wondered if, for example, each set of three or more points of
a set S, must at least determine an ordinary line in the plane (line that passes exactly
two points of S).1

In 1896, H. Minkowski introduced the idea of “extreme points” or vertices of
a tetrahedron. Thus, as these points are not within a convex set, if any of these are
eliminated, the set would remain as a closed convex bounded inR3 being the smallest
closed convex of the set from their extreme points [3].

The notions contributed by these authors have been alleged to be the origin of
what was later universally known as convex hull (Konvexe Hülle) [1, 3].

1Almost fifty years later (1944),Gallai T. presented the first solution to this problem.Gallai proposed
a point s1 ∈ S and a set of parallel lines containing s1, with the projection of a new connecting line
C. This structure would form angles with all parallel lines, which can allow containing three (or
more) points of S, where C is an ordinary line [2].
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2 Background

The convex hull can be originated by cutting part of a closed convex curve with
a straight line, which would generate two points in an n-dimensional Euclidean
space. Through this repeated/completed process, it is possible to obtain the largest
subset of all possible sets [4].

But to do so, those sets of points must meet five suggested properties:

• First, the set has to be bounded, which means that a space is defined within all
points.

• Second, the set must be closed, containing all the limit points.
• Third, the set must have internal points.
• Forth, the set must be linearly connected.
• And, fifth, the set must be supported at its boundary points [4].

Therefore, the convex hull (CH) of a set S of n points is defined as the smallest
intersection of all convex sets, containing the points [5].

To calculate this problem, it can be visualized as a set of independent and ran-
dom points S = {s1, s2, . . . , sn} distributed in a plane or in a space, which requires
generating a list of those points that are the vertices or the points that create the hull
(hn) [1, 5]. For a graphical representation, see Fig. 1.

The calculation of the planar convex hull is one of the first problems studied
in computational geometry [5]. This work includes an approach to the divide-and-
conquer algorithm technique to solve this geometric problem.

It needs to be added that even though the convex hull problem is also addressed
in a three-dimensional plane version, this document will only focus on the planar or
two-dimensional approach.

3 State of the Art

The complexity of the algorithms is based on the total number of points (n) and the
number of points that create the hull (h). Among these algorithms, in computational
geometry, the most popular algorithms for calculating the convex hull problem are
“Graham scan” and “divide-and-conquer” [6].

This section includes some literature with applications and variations of the latest
algorithm on the convex hull problem.

In 1975, M. Shamos and D. Hoey related six problems, such as calculating the
proximity of n points in a plane, with a geometric structure called a Voronoi diagram.
To determine their hull, they proposed working on polygons in the diagram, dividing
the lowest vertex l and the highest vertex h on each. Therefore, since all the polygons
are connected,moving “round robinmode” through the lowest vertex lwould produce
h [7].

Two years later, an adaptive algorithm called CONVEX was introduced to cal-
culate the hull. Its authors proposed dividing the input into two matrices, which
will contain the “top” and “bottom sides”. This process continues until its subarrays
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Fig. 1 Representation of a convex hull (h) of a set S, h ∈ S

reach 1 in length. As it is not necessary to partition all the subarrays, this algorithm
achieved better speed [8].

J. Bentley andM.Shamosworked on a divide-and-conquer algorithm that received
data with the probability distribution of the vertices or h, this “weak assumptions
about the underlying probability” allowed to obtain a linear average-case time com-
plexity [9].

D. Rappaport proposed a different approach that includes angles. He worked with
a set of disks of different sizes. The set was divided into two equal subsets named P
and Q, in which a parallel pair of support lines L p and Lq were rotated for each set.
In each iteration it was determined if the current arc is extreme for both hulls and
belongs to CH(P ∪ Q) [10].

T. M. Chan contributed with a “simple output sensitive convex hull algorithm”,
whichmanaged to run in O(n log h) time. This was achieved because it preprocessed
a certain hull calculated in a previous iteration and kept combining them as the size
increased [11].

For image processing applications, X. Zhang and Z. Tang recently proposed to
calculate the extreme points of an object in a binary image, dividing it into several
regions, then processing the monotonous segments and merging their results. This
process showed a low complexity space, after requiring storage only for the vertices
or h [12].

Modern divide-and-conquer algorithm approaches involve parallelization alter-
natives.



214 S. López-Fierro

S. Näher and D. Schmitt worked with Quickhull to independently process sub-
problems of the same structure, or jobs, that were distributed in parallel processes or
threads, managing to assign them to each kernel of CPU [13]. T. Jurkiewicz and P.
Danilewski introduced aCUDAalgorithm to utilize the processing power of theGPU.
This algorithm appliesQuickSort at points n and solves the problem of convex hull in
O(k log g) [14]. Meanwhile, S. Masnadi and J. LaViola introduced ConcurrentHull,
a novel alternative based on pruning, which combined pruning, divide-and-conquer
and parallel computing techniques. Making the algorithm flexible to be deployed
in distributed computing environment. The algorithm allowed to achieve a better
performance gain as the size of the input data increases [6].

At the end of November 2020, V. Tereshchenko and S. Chudakov published the
notions of a unified algorithmic environment model (UAEM) based on divide-and-
conquer methods. The procedure involves preprocessing and dividing the initial
dataset into right and left subhulls that formed a modified balanced binary tree and
used a concatenable tail to keep the hull convex, and then merged them into resolved
subtasks. This approach represented a reduction in time and less use of computational
resources to solve the problem of the convex hull [15].

This 2021, A. Sapucaia et al., presented a novel polygon-based integer-
programming formulation for improving instances of minimum convex partition
problems, which are geometric instances that work with subdivisions or regions of
convex polygons [16].

Filtering or preprocessing techniques that consisted of reducing the input set S,
thus reducing computational time and memory space, have also been included in
modern publications.

In 2019, Ferrada, H. et al., proposed the reduction of interior points in a two-
dimensional space, obtaining an algorithm that ran on O(n log n) [17]. Another
approach that achieved a speedup of 12 times faster than the standard Graham scan
by grouping and filtering the extreme points into priority queues was exposed by R.
Alshamrani et al., in 2020 [18].

Along with the literature presented above, this article includes the presentation of
the divide-and-conquer algorithm with theMergeSort strategy.

4 Proposed Algorithm

In 1970, Chand et al. proposed an O(n2) time algorithm that used the geometric
properties of S to construct the convex hull [12]. A few years later, Ronald Graham
proposed a better solution to calculateCH of a plane with operations at most n log n

log 2 +
cn and a stack for intermediate storage of O(n) [19, 20]. Following his contribution,
different proposals have been published that sought to improve Graham’s time or
space. This section brings together some of these publications.

4.1 Lower Bound Analysis

A comparison-based sorting algorithm operates on the input array by comparing
its elements by two, and moving or exchanging them according to the results of
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Fig. 2 Graphical representation of running Graham InPlace scan for calculating the upper hull (h)
of a set S, h ∈ S

the comparison. MergeSort, QuickSort, HeapSort are popular examples of these
algorithms [9].

The lower limit of comparison-based sorting algorithms can be demonstrated
using a decision tree model. Thus, there exists a convex hull problem of a set S =
{s1, s2, . . . , sn} of n points. Throughwhich, when comparing pairs of its points (a.e. is
si > s j?), it returns its results (“YES” or “NO”), in 1 time step. Therefore, there is an
input S of size n such that the algorithm makes log 2(n!) = �(n log n) comparisons
to sort S [21].

Also, following the notes of A. Blum,2 worst case, ordering S means n! different
permutations possible. If S is divided into two groups to separate the answers of
“YES” on one side and “NO” on the other, each comparison will reduce the size of
S at most by a factor of 2, until S is reduce to 1. Therefore, the algorithm must do at
least log2(n!) comparisons before stopping. Meaning:

log2(n!) = log2(n) + log2(n − 1) + · · · + log2(2) (1)

= �(n log n) (2)

4.2 Divide-and-Conquer Algorithm

Divide-and-conquer techniques are widely used because it is easier to work on a
problem proportionally. MergeSort is one of their in-place algorithms that divides
the n size problem into k sizes. And once these subproblems are solved, merge the
partial results obtained into a single solution for the whole problem [9].

Based on [19, 20, 22], the following solution is presented for the convex hull
problem.

To determine its vertex h, the following procedure is proposed:

1. Sorting the convex hull. By dividing the set into two n
2 subsets of approximately

the same size. So, let l be an imaginary line that divides the set S from the lower
leftmost point to the rightmost point, forming the upper and lower hull, see Fig.

2 Avrim Blum is a professor at CMU, part of his notes were used to indicate this reduction
https://www.cs.cmu.edu/~avrim/451f11/lectures/lect0913.pdf.

https://www.cs.cmu.edu/~avrim/451f11/lectures/lect0913.pdf
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2, part a and b for a graphical representation. Hence, to reduce the constants in
the algorithm, the classification will be handled through MergeSort [19].

2. Running Graham InPlace Scan [19] for computing the upper hull of the set of S.
A parameter d is used in this part for signaling if the algorithm is working on the
upper (d = 1) or the lower (d = −1) hull. If d = 1, the points are working in
increasing order (left-to-right); in this way calculating the upper hull. Graham’s
scan uses a stack to allocate all vertices h, see Fig. 2, part c and d for a graphical
representation.

3. Running Graham InPlace-Hull [19] to calculate the bottom hull of the S set.
When d = −1, the sort should be done in descending order (from right to left).
The vertices h are also allocated on the same stack.

The Algorithm 1 includes the pseudocode used to order and preprocess the points
of the set S, thus forming a symbolic closed path by dividing the set into two n

2
approximately equal subsets size.

Algorithm 1 InPlace MergeSort (S, n)
if n ≤ 2 then
return 0

else
m = n/2
P = s1, s2, ..., sm
Q = sm+1, sm+2, ..., sn
SP = MergeSort (P,m)

SQ = MergeSort (Q, n − m)

S = Merge(SP , SQ)

end if
return Merge(P, Q)

Therefore, starting with the top layer of S to store the vertices obtained clockwise
in S[0], ..., S[h − 1], the pseudocode is provided with the name of Algorithm 2.

Algorithm 2 Graham InPlace Scan (S, n, d) [19, 20]
I nPlaceMergeSort (S, n, d)

h ← 1
for i ← 1...n − 1 do
while h ≥ 2 and not right-turn (S[h − 2], S[h − 1], S[i]) do
h ← h − 1

end while
swap S[i] ⇐⇒ S[h]
h ← h + 1

end for
return h

Also, to calculate the lower hull of S[h − 2], ..., S[n − 1], and store the vertices
obtained clockwise in S[0], ..., S[h + h′ − 2], Algorithm 3 is presented. Figure 3
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Algorithm 3 Graham InPlace-Hull (S, n) [19, 20]
h ← GrahamInPlaceScan(S, n, 1)
for i ← 0...h − 2 do
swap S[i] ⇐⇒ S[i + 1]

end for
h ← GrahamInPlaceScan(S + h − 2, n − h + 2,−1)
return h+h’-2

Fig. 3 Graphical representation of an example process after running Graham InPlace scan to
calculate the upper hull (h) of a set S, h ∈ S

provides an example of the process presented above. Part a portrays howMergesort
algorithm arranges a set of random points. Part b shows the imaginary line l that
divides the set S on the graph; despite the graphical representation, it identifies the
pointsd,which divides the ordering set into almost two equal groups. Part c represents
the points h, after running Graham InPlace Scan and InPlace-Hull.

Another way to improve runtime is to use a and b as two pointers that can split
the array into the vertices of the top and the possible vertices of the lower hull, see
Fig. 4. Thus, after executing “Graham InPlace Scan (S, n, d)”, which has assigned all
vertices to the beginning of the array, adding as pointers a in S[h + 1] and b in S[n],
obtaining the vertices of the lower hull would represent more constant improvements
in the execution time [19].
Execution time analysis The complexity of the described convex hull construction
algorithm for a static set of points is O(n log n) with sequential execution. Detailed
in the following procedures:

1. Preprocessing: To sort n items through MergeSort, represent O(n log n) time.
And to divide the matrix into n

2 requires O(1).
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Fig. 4 Representation of how to improve the running time in the convex hull algorithms

2. To determine the upper and lower hulls, through Graham InPlace Scan and
Graham InPace Hull requires n log2 n + O(n) comparisons, plus 3

2n log2 2 +
O(n) swaps; and O(1) on additional memory. And at most it requires to pass
2 times the array, except to the founded vertices (h = p ∪ q), hence taking at
most 2n − h tests [20].

Thus the complexity of the convex hull algorithm is [10]:

T (n) = O(n log(n))n log2 n + O(n)
3

2
n log2 2 + O(n) (3)

= O(n log n) + O(n) (4)

= O(n log n) (5)

k-subproblems analysisWhat if, instead of partitioning the convex hull problem in
n
2 , it is divided into 3, 4,...,

n
k subproblems? Since the execution is done in sequence,

when k > 3, it would require an extra step, which means going through all the
h, to determine if any vertex is contained in other returned points. Therefore, the
time would be the same as stated before, plus h. But for a large n, if calculated in
parallel computational models, determining the convex hull in different chains ( nk
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subproblems) would allow to reduce to �(k log k) + O(h) in the preprocessing step.
Also, as stated above, if k is a constant, each comparison will reduce the size of S at
most by a factor of 2, until S is reduced to 1, thus obtaining a

�(1).

Figure 5 shows an example of how the algorithm works when k > 2. Note in part
a, an imaginary line l would not be possible; instead there would be k − 1 lines.
In this particular example, there are 4-subproblems. Part b lists the points. Part c
shows them after running the algorithms, which sort the points and divide them into
four groups. And part d shows the result of the final execution of the algorithms to
determine the hull.
4.2.1 Recurrence Equation

The recurrence relationship is seen in Algorithms 2 and 3, or the combined version
exposed, thus adapted from [20], the following equation is proposed:

h[π(i)] =

⎧
⎪⎨

⎪⎩

n≤2 0

n > 2 upper hull ← GInPlaceScan(h + 1)

n > 2 lower hull ← GInPlaceHull(h + 1)

5 Limitations and Recommendations

Like any other divide-and-conquer algorithm, one of the main advantages of this
technique is its focus on the “division” of tasks, thus also allowing its availability to
share resources. Consequently, it is argued that the presented procedure for calculat-
ing the convex hull can also be run in a parallel environment. However, this approach
only considers effectively two main comparisons: the upper hull and the lower hull;
therefore, this algorithm might not be efficient for a problem with a large number
of points, even though the set S could be organized in k-subproblems. Note that in
Fig. 5, part d, the point with the coordinates (14,−4) is discarded, although, it is
part of the hull.

6 Conclusions

This article has summarized a version to calculate the convex hull problem of a
set S with a MergeSort algorithm. The application of this technique allows to
improve the execution time for the solution of the problem in O(n log n + n). It
has also been argued that the k subproblems would not improve execution time,
unless their implementation in a parallel computational model is considered. Since
the aforementioned problem has been widely studied in the context of geometric
applications, the importance of continuing to investigate in this area is maintained.
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Fig. 5 Graphical representation of an example process for k-subproblems
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COVID-19 Pandemic: Review
on Emerging Technology Involvement
with Cloud Computing

K. Anushka Xavier, S. L. Chetradevee, and N. Jayapandian

Abstract Cloud computing is the latest technology that has a significant influence
on everyone’s life. During the COVID-19 crisis, cloud computing aids cooperation,
communication, and vital Internet services. The pandemic situation made the people
switch to online mode. The technology helped to bridge the gap between the work
space and personal space. A quick evaluation of cloud computing services to health
care is conducted through this study in COVID situation. A short overview on how
cloud computing technologies are critical for addressing the current predicament has
been held. The paper also discusses distant working of cloud computing in health
care. Moreover, cloud infrastructure provides a way to connect with different aid
personnel. The patient data can be transferred to the cloud for monitoring, surveil-
lance, and diagnosis. Thus, health care is provided instantaneously to all the indi-
viduals. Additionally, the study addresses the privacy and security-related issues
with appropriate solutions. The paper also briefs on the different kind of services
are provided by different CSPs that are cloud service providers to confront this
epidemic. This article primarily focuses on cloud computing technology involve-
ment in COVID, and secondary focus is on other technology like blockchain, drones,
machine learning and Internet of things in COVID-19.

Keywords Artificial ıntelligence · Blockchain · Cloud computing · COVID ·
Drones · Internet of things · Robots

1 Introduction

COVID-19 is a rapidly spreading contagious disease that has engulfed several coun-
tries, resulting in a very seldom global health catastrophe. As reported by World
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HealthOrganization (WHO), the infectious disease has infected 215 countries around
the world as well as is spreading rapidly across other territories. As the cases are
outnumbered, the authorities and hospitals do not have enough time to adapt with
the new circumstance. This calls for the deployment of several advanced technology
to tackle the situation. The coronavirus pandemic of 2019 (COVID-19) has demon-
strated that the major hurdles and hazards to mankind require coordinated judgment
and unified solutions. Shifting the healthcare sector to a cloud-based computing
system will certainly be a smart approach to combat this menace [1]. There are
several parameters to deal with this cloud computing platform that is named as flex-
ible, reliable, and scalable infrastructure [2]. The COVID-19 scenario, the appealing
common purpose, and informational demand have created a significant impetus for
cloud-based solutions to be adopted and scaled up quickly. The healthcare sector is
constantly changing, and the forthcoming healthcare system is expected to be data-
driven. The enterprise can leverage to greater heights using cloud computing. This
innovative technology has the potential to help healthcare providers communicate,
cooperate, and organizemore effectively.With this technology, it is possible to access
computing infrastructure and capabilities at any time from any location. It facilitates
on-demand network access to computer resources that are frequently offered by a
third party and require onlyminor administration [3]. Those resources include storage
space, servers, software, analytics, applications, and intelligence over the Internet
[4]. This framework allows the customers to take advantage of efficient, diverse,
and efficient services and also frees them from upkeep. Altogether, patients will
receive quality treatment as a result of up-to-the-minute health records and ongoing
interactions between medical providers. Cloud computing technology has helped
humankind during COVID-19 from a different perspective. The Australian govern-
ment has introduced an app to provide real-time insights and recommendations on
the COVID-19 pandemic. Also, the cloud helps to retain COVID-19-related datasets,
which allows the health researchers to carry out the experiments [5]. This article is
discussing insight of health sector with cloud computing involvement in the COVID-
19 pandemic. This article provides a succinct but comprehensive overview of current
cloud research, as well as new research avenues and outstanding challenges. This
article is mainly focused on cloud computing technology involvement in pandemic
situation. Second section of this article is given higher importance of literature review
in different technology aspects in cloud computing. Cloud computing technology to
tackle the COVID-19 pandemic is explained in Sect. 3. Cloud computing service
providers are discussed in Sect. 4. Section 5 details the recent technology involve-
ment in COVID-19. The research challenges of cloud computing are discussed in
Sect. 6. The overall conclusion part is deliberated in Sect. 7.

2 Literature Review

Leveraging the use of cloud computing and new technologies to combat COVID-19
could be extremely beneficial. This research proves that the cloud computing has had
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a substantial impact on major sector like health care in our life. In the current circum-
stances, hospital staff is working tirelessly to assist the afflicted patients. Our research
aids to bring out the emerging technologies to this scenario. The study significance
the importance of using cloud technology in the healthcare sector [6]. The paper
stated that cloud computing model offers a transparent, economical, and interactive
framework which utilizes cutting-edge technology like smartphones, smart cards,
robots, and sensors [7]. The study also provides a clear-cut on their inherent limi-
tations and implementation hurdles, such as security, legal and ethical issue, along
with workforce and organizational issues. The cloud-based healthcare practices are
used in various fields. A cloud-based model is constructed using IoT to keep track of
the patients [8]. Jin and Chen in their study focused on the necessity to adopt cloud-
based telemedicine have also brought amultitude of challenges [9]. The research also
emphasizes on the development and deployment of different telemedicine applica-
tions. Javaid et al. have discussed various technological tools and their application
in addressing COVID-19 pandemic [10]. The paper has discussed on Industry 4.0’s
innovation strategies to monitor and control the pandemic. Singh et al. in his paper
examined how to use cloud computing to combat COVID-19 pandemic [11]. The
paper also focuses on the latest technologies and the advanced infrastructure utilized
to withstand the catastrophe. The author’s study briefs on the remote working, and
vivid cloud applications are used in this scenario.

As the COVID-19 pandemic progresses, technological innovations and resources
are expanding to halt the spread of the disease. Cloud computing technology emerges
to provide complete scalable andflexible services to reduce the impact. It offers online
access to treat patients anytime at anywhere. Newly infected patients can be tracked,
detected, and monitored using this technique. Applications such as artificial intelli-
gence, drones, 3D printing, and machine learning use cloud computing technology
to provide a productive and creative environment.

3 Cloud Computing in COVID

As the world moves toward digitization, one of the most pressing concerns is to man
oeuvre the healthcare data more systematically and efficiently. Due to the advance-
ment in IT technology, it is now possible to retain andmonitor personal data in digital
format. Cloud computing has risen to prominence as a key component of healthcare
IT solutions. The concept of remote monitoring was originated back in 1950s when
a few healthcare organizations and medical institutions began to experiment with
phone-based information sharing. New technologies like video conferencing and
telemedicine software have evolved providing better options in telemedicine health
care. Telemedicine is among the most comprehensive information and communica-
tion technologies (ICT) facilities to provide healthcare services readily. Its services
include distant vital sign surveillance, patient consultations through videoconfer-
encing, nurse contact centers, and clinical data transmission and storage. Recent
developments and the widespread adoption of wireless mobile technology have
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fueled a surge in interest in telemedicine as a means of delivering health care. Tradi-
tional telemedicine systems are built with a fixed set of specs and criteria for a single
medical provider or organization. As a result, we need new and inventive approaches
to make telemedicine more accessible and cheap, utilizing cutting-edge technology
like cloud computing.Cloud computing is causing a paradigm transformation of busi-
ness structures. Its goal is to give userswithmoremodular and reliable services.Cloud
computing, in particular, offers on-demand solutions, flexibility, extensive network
connectivity, and information exchange [12]. The Web enables cloud storage, which
the physician and the patients may easily reach from anywhere in the globe owing to
cloud computing. The fundamental goal of cloud computing is to enter information
of the patient into the system, making it accessible to the patient or the doctor when-
ever they need it. Data may be put into the cloud database over the Internet from
medical centers or authorized data centers. For example, for consultation on a distant
platform, the doctor and patient can use a cloud service to communicate with one
another [13]. The doctor establishes a connectionwith the patient, enabling audio and
video transmission in real time. The cloud services such as computing, networking,
storage could be used to provide a greater help to facilitate the consulting process.

Table 1 deliberates different cloud platform service tools working in cloud
database storage system. There are three main models of cloud computing, namely
IaaS, SaaS, and PaaS. IaaS stands for “infrastructure as a service,” which charges
customers for their storage use, virtualization services, and for networking capa-
bilities. PaaS stands for “platform as a service,” and it is both the combination of
hardware and software. The combination of hardware and software could be used to
access the cloud network. Software as a service (SaaS) is a part of software applica-
tion; in general, it is used to access remote software with the help of Internet. These
three models contribute equally to the cloud infrastructure. The cloud computing
notion can be designed and deployed to address and combat the current COVID-19
pandemic concerns. Cloud resources may be used in a variety of ways, including data
keeping and exchange, maintaining medical records and so on. Information storage
and clouding provides service to medical staff and COVID-19 patients throughout
the first servicing phase. These cloud data can be accessed by doctors, who can then
employ them for diagnosis,medication, and counseling. The software as a service acts
as an electronically deployed cloud in which the required records could be retrieved
for their stated function. The IaaS service could be utilized to provide compute and

Table 1 Significant elements of cloud computing

Cloud storage Cloud platform Cloud ınfrastructure Cloud application

– Network attached
storage-Niravanix,
cloudNAS

– Database-Amazon
DynamoDB, HANA,
EnterpriseDB,
Rackspace

– Web apps
framework-ruby
on Rails,
Django, ASP.net

– Web hosting

– Compute-Amazon,
IBM, Google

– Grid
computing-sungrid

– Web
application-FB,
Instagram, Twitter

– SaaS-
Salesforce.com
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larger storage for aid personnel. Moreover, cloud provides additional process-based
services in context of health and medical care. COVID-19 pandemic has taken a big
leap in every individual’s life. It has changed the whole scenario of built-in world.
The lockdown and mask incorporated phases pushed the people to reside in their
own homes to prevent the catastrophe. eHealth became the need of the hour. Cloud
comes to this picture to help the patients to keep in touch with the aid personnel
for remote monitoring and diagnosis. In any difficult scenario, an individual in a
faraway location can ease and benefit from the theories and concepts proposed by
cloud services. In such circumstances, medical personnel can exchange instructions,
details, assessment outlooks, and so on, and patients can benefit by simply accessing
those shared content. The patients can access the EHRs via cloud service portals
available in Internet. In the continuing COVID-19 pandemic, this will eventually
make enhanced patient care service feasible.

4 Service Provides in Cloud Computing

Cloud service providers (CSPs) are providers who lend cloud solutions to their
customers that are continuously deployed based on the users demand [14]. There
are different service providers such as Microsoft, Amazon, and Google. The CSPs
are working with physicians, global health groups, regulatory agencies, and health
science companies all across the world to help them cope with COVID-19’s impacts.
A brief review on their services during the COVID-19 crises is listed in Table 2.
Cloud computing has been widely used in a variety of industrial services and infras-
tructure. It also provides a plethora of services in the medical domain by providing
flexible, enhanced features to patients, medical workers, and others. There are a
wide variety of applications developed and deployed to provide better assistance
through cloud computing. As a result, the suggested techniques could be very
useful in combating the persisting COVID-19 pandemic. The applications in this
scenario include online storage, spreadsheets, online diagnosis and counseling facil-
ities, spreadsheets, patient’s data safety, and so on [15]. Different e-commerce soft-
ware is employed to provide solutions to confront the pandemic. These applications
examinedifferent possibilities to be exploredwithout a great deal ofmoney toupfront.
The guiding software helps the users to reach anew and remote locations faster. The
cloud-enabled word processors and spreadsheets allow to maintain, edit, and analyze
data to procure accurate results. COVID-19 patients can use cloud solutions to view
their electronic health records (EHRs) on their smartphones over the Internet [16].
This technology provides remote access service to patients.
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Table 2 Services provided by cloud service providers (CSPs)

Amazon Web Service (AWS) Google Cloud Microsoft Cloud

– COVID-19 HPC
consortium-offers advance
support and technical
expertise to carry out
studies on detection,
management and
development on vaccination
projects using AWS service

– AWS diagnostic
development
ınitiative-supports speedy
and precise patient testing
for COVID-19, as well as
other diagnostic
technologies, in order to
prevent future breakouts

– CORD-19 search-CORD-19
search is a revolutionary
machine learning-powered
search engine that allows
academics to search
multiples of research
articles and materials

– Virtual care and
telehealth-Remote
assistance is provided to
patients by analyzing,
diagnosing, monitoring
patient’s health, and
scheduling virtual visits

– Healthcare data
interoperability-maintain
patient confidentiality while
concealing and
interoperating data for
COVID-19-related research
and population health

– Remote work
solutions-ıntegrating
medicine and health science
personnel with the patients
through Chrome OS,
Google Workspace, and
chrome devices

– Enhance patient
engagement-providing
secure platforms and mobile
solutions for patients to
engage directly with
healthcare providers and
streamline mundane chores,
thus achieving better quality
of treatment and care
efficiency

– Empower health team
collaboration-offers
advanced technologies to
succor patients to identify
their impairments and to
monitor their chronic
conditions

– Increase scientific and
operational data
insights-Microsoft Cloud
for healthcare enables
individuals, healthcare
professionals, and health
plans to electronically
access, communicate, and
use electronic health
information

5 Recent Technology Involvement in COVID

Digitalization has transformed many spheres of life. This advanced technology
delivers a wide range of integrated services to health care to combat the COVID-19
outbreak. As the highly contagious (COVID-19) epidemic grows, advancements and
initiatives are proliferating in an attempt to keep the situation under control. In an
attempt to curb the spread of the disease, treat patients, and relieve pressure, tech-
nological applications and initiatives are expanding. Along with cloud computing,
other emerging technologies stood forward to combat the impact of pandemic. They
formulate innovative and efficient way to tackle the crisis. Technology and data help
in rapid action tomonitor the pandemic’s spread, promoting healthcare advancements
and aids in the diagnosis and management of the disease. This review highlights the
essential features and significance of the technologies now in use in the fight against
the coronavirus pandemic. It sets out a framework for using digital technologies in
pandemic preparation, monitoring, quarantine, testing, contact tracing, and health
care.
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5.1 Artificial Intelligence

Artificial intelligence has primarily been used to identify whether individuals are
affected by the virus and monitor differences in physical temperature in real-time
system. Other AI applications can use drones to transport medical supplies, sterilize
hospital rooms, and search approved prescription databases for drugs [17]. The AI
programmes are efficient to mine social media to identify the false news about the
disease. The performance of these applications will be determined by both their
technical capabilities and how human controllers, such as AI developers, interact
with them. The WHO has worked with Google, Facebook, TikTok, and Twitter to
examine and disclose fake facts on COVID-19 [18]. Artificial intelligence along
with machine learning is used in digital epidemiological surveillance and rapid case
identification.

5.2 Drones

Drones are being used to oversee containment procedures, enable air transmission,
undertake aerial thermal sensing, spray disinfectant, data analysis, and carry medical
resources in affected areas during the Covid-19 pandemic. Along with the technical
ability, the key advantage of using drones is to help human to reduce direct exposure
to the virus. The Italian Civil Aviation Authority (ENAC) has revealed that drones
have been approved for use by local authorities in Italy tomonitor civilianmovements
during the coronavirus outbreak. DJI, a Chinese company, created drones with the
ability to sanitize 100 m in an hour. These drones are ideal for reducing infection
and preventing diseases among healthcare professionals. The University of South
Australia Researchers is working on more innovative and improved drones named
as “pandemic drone”. It conducts more advanced tasks like monitoring heart and
respiratory rate, temperature count and recognizing persons who are sneezing and
coughing in crowds [19].

5.3 Robots

Robots for COVID-19 cover a broad array of possibilities inmedical settings. Inmost
part of the world, robots are being sent to assist in the care of patients and healthcare
workers [20]. They are capable of disinfecting the virus affected places such as
surgical centers, isolation wards, medical centers, and intensive units by distributing
UV light that may quickly wipe away microorganisms. The robots also send out
messages and inform people about social segregation and other steps that can be done
to prevent the spread of the virus. UBTech Robotics, in China, has developed a squad
of robots namedDroid Team to fight against COVID-19. The temperature rate will be
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taken by the equipment with thermal cameras mounted atop their heads. CloudMinds
supplied six different types of robots to Chinese hospitals that can help with security,
surveillance, sanitation, and distribution. Invento Robotics, located in Bangalore,
has developed three robots that can handle everything from sanitizing surfaces to
addressing patient inquiries and facilitating video consultations with doctors. Police
in China have started deploying robots to guard and oversee toll gates, monitor mask
usage, and record body temperatures with infrared thermometers. Same system is
introduced in Shanghai to spread awareness among the public.

5.4 Internet of Things (IoT)

Many projects have been developed and initiated to use IoT-enabled devices to
track impacted individuals, maintain surveillance, and monitor temperature. Pulse
oximeter and smart thermometers were introduced to monitor health status of the
patients and alert medical unit or family members if anything happens. Smart sensors
and gadgets are developed for surveillance and contact tracing. TheBrazilian govern-
ment established a COVID-19 hotline, which allows individuals who are experi-
encing symptoms to get a COVID-19 test. MIT researchers have developed a method
for incorporating electrical sensors into stretchable fabrics, allowing them to create
shirts or other articles of clothing that can monitor vital signals such as tempera-
ture, respiration, and pulse. IoT plays a crucial role in remote patient monitoring,
telemedicine, and other important healthcare domains.

5.5 Blockchain

The use of blockchain technology can increase diagnostic performance and clin-
ical outcomes, as well as monitor drug supply chains and medical supplies. The
development of blockchain has added extra value to the medical emergency when
compared to standard surveillance systems. It enhances regulatory compliance,
resilience, consistency, and reliability of the existing system. The large amounts
of real-time incoming data are published. This application helps to securely manage
health data, ensuring interoperability without jeopardizing integrity or patient confi-
dentiality. Blockchain helps in data tracking by providing a tracker which has a
dedicated dashboard to track illnesses. The Algorand Foundation, a Singapore-based
blockchain corporation, recently released an app called IReport-Covid that allows
symptomatic and non-symptomatic users to anonymously submit any information
they want about the virus by filling out a survey. Blockchain technology makes sure
that data integrity, transparency, quality, and performance are achieved by the system.
Table 3 summarizes each digital technology, description, and functionality to tackle
the issue.
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Table 3 Digital technology, description, and functionality

Digital technology/tool Description Functions

Machine learning Machine learning deals with
algorithms and models that is
capable of prediction. It learns
from the patterns present in the
data and draws conclusion with
minimum human intervention

Real-time monitoring of disease
aids in clinical decision making,
testing, and risk assessment, virtual
syndromic surveillance and
Web-based epidemic advanced
analytics, rapid case detection

Big data This system can hold a large
number of data related to
virus-infected patients. This
technique lays the groundwork
for a more rapid and
near-real-time examination of
decision making

Real-time data collection and
tracking provide the most
up-to-date information to
scientists, hospitals,
epidemiologists, and governments

Biosensors The translation of a biological
signal into an electrical signal is
done using biosensors. Thermal,
optical, piezoelectric, and
electrochemical biosensors are
some of the most common types
of biosensors

Early detection and surveillance of
COVID-19. Real-time recording of
respiration rate, ECG, and
temperature

6 Research Challenges

There is a huge potential for the healthcare sector to grow with the help of cloud
computing but it also possess many challenges. Cloud computing applications must
meet a number of security requirements in order to increase trust in this novel system.
The privacy and security problems in the eHealth system are not limited to adhering
to the confidentiality, integrity, and availability (CIA) security framework. It must
look into different aspects such as access control, authenticity, anonymity, audit, and
so on. The limitations of confidentiality provided while using a cloud-based solution
are a pressing concern. In a healthcare application, before accessing the patient data,
the systemmust have an integrity and verification feature check using a checksum or
hash. The programmust indicate an exception and exit without processing the data if
the integrity check fails. The availability of data is a vital and frequently overlooked
feature of the eHealth system. It refers to the capacity to function adequately even
when some entities disobey and the ability to maintain services even if a data breach
occurs. Some standards and regulations must be followed by cloud service providers
in order to alleviate security and privacy issues. Cloud service providers should
keep track of all data processing activities to remain compliant. They should take
the necessary individual and organizational precautions. Privacy protection indicates
that service providers should design their operations to respect client privacy, follow
applicable laws, and keep track of what personal data they have.
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7 Conclusion

Cloud computing services are flexible, scalable, and cost-effective and could be
extended across amultitude of sectors. These studies help to find the better computing
environment during pandemic COVID situation, so that a large number of people can
be benefited. A detailed study on how cloud computing technology can be utilized
to combat the pandemic is conducted. Virtual computing solutions are presented, in
which the cloud resources astoundingly benefited COVID-19 sufferers for reaching
healthcare professionals, seeking guidance from remote locations, treatment recom-
mendations, and so on. The secondary aim of this study is to discuss various cloud
service provider details with comparisons. Furthermore, the cloud-based application
provides a significant advantage in defending and combating the current COVID-19
epidemic by improving healthcare personnel’s efficiency and performance. More-
over, the challenges faced by this technology are also discussed with the appropriate
solutions. Thus, the paper proves that the introduction of advanced technologies like
cloud computing can mitigate the catastrophe level, and it is the need of the hour.
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An Empirical Examination
on Forecasting VN30 Short-Term
Uptrend Stocks Using LSTM
along with the Ichimoku Cloud Trading
Strategy

Pham Ngoc Hai, Hoang Trung Hieu, and Phan Duy Hung

Abstract Stock market forecasting is a highly difficult time-series problem due to
its extreme volatility and dynamic. This paper proposes a long short-term memory
(LSTM) model that predicts the probability to outperform the market of all of the
VN30-Index constituents by using historical price changes alongwith features calcu-
lated from the IchimokuCloud trading strategy. After acquiring the proposedmodel’s
outputs, we buy three stocks with the best probability to sell them ten days later. We
then reinvest the money on the next day using the same strategy. The yearly returns
of the above trading scheme are used as the empirical results. This study is conducted
in a period of 9 years—from the VN30-Index’s establishment in 2012 to the end of
2020. On average, the adoption of the Ichimoku Cloud features in the LSTM model
makes our trading strategy go from an annual loss of 2.86% to a profit of 14.29%.

Keywords VN index · Stock market · Short-term uptrend forecasting · Ichimoku
Cloud

1 Introduction

Precise prediction of the stock market may generate an enormous amount of profit.
As a result, this topic piques a great deal of interest from both financial and scien-
tific researchers. At first, traditional statistical approaches, such as moving averages
and relative strength index, were struggling to correctly capture the nonstationary,
nonlinear and high-noise stock market because of their linear nature. Nowadays,
researchers have started to explore more sophisticated approaches that might be
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more compatible with the chaotic stock market, namely machine and deep-learning
architectures, and they have found promising results.

There are many different applications of various models and architectures in order
to predict the stock market. One of the most common approaches is using historical
prices as inputs and then generating either the actual price or price trends (up or down)
as outputs. Huynh et al. [1] achieve nearly 60% and over 65% accuracy for the price
trends of Standard and Poor’s (S&P) 500 index and individual stock, respectively.
Moreover, Krauss et al. [2] create a profitable trading strategy by combining deep
neural networks, gradient-boosted trees and random forests to predict stocks’ trends.
They attain an average daily return of 0.45% prior to transaction costs. Ghosh et al.
[3] employ Krauss et al. [2]’s framework with improvisation in terms of features,
and they are able to reach an average daily return of 0.64% using LSTM networks.
On the other hand, some researchers try to tackle this topic from unorthodox angles
such as Makrehchi et al. [4]. They use labeled social media text as inputs, and the
trading strategies based on theirmodel are able to outperformS&P500 index by 20%.
In addition, Oncharoen et al. [5] introduce a risk and reward function in their loss
function, and their proposed model is more effective than traditional trading strate-
gies. Recently, researchers have introduced more novel, complex and comprehensive
approaches in regard to stock price forecasting. Deepika and Bhat use the Kalman
filter to smoothen out the noise and filter out abnormal incidents in the data [6].
The Kalman filter improves the accuracy of the accelerated gradient long short-term
memory from 57.53% to 90.42%. Additionally, Senapati, Das, and Mishra propose
a highly advanced hybridization of Adaline neural network and modified particle
swarm optimization [7]. Sharaf and colleagues conduct extensive empirical analysis
on many learning models [8]. They find that the CNN model outperformed the other
models based on evaluation metrics. Their proposed scheme edges out all the juxta-
posed schemes in terms of results. Chen et al. are the first to extract stock intrinsic
properties from mutual funds’ portfolios [9]. They then use the extracted properties
to generate the dynamic correlation between the stock and the market. In Vietnam,
researchers have also started to show interest in using deep learning to predict the
local stock market [10–13].

The Ichimoku Cloud is a relevant signal indicator in the world of trading, and its
potency has been investigated by researchers. Gurrib and Elshareif [14] construct an
automated tradingmodel based on the Ichimoku Cloud in a narrow sector (S&P 1500
Composite Energy Index). Their empirical results indicate that the Ichimoku Cloud
is able to yield profit even in a declining market. Compare to the previous study, Lim
et al. [15] tap into a more expansive, including stocks from both Japan and the USA.
They conclude that the Ichimoku Cloud can generate profitable signals across both
markets. However, not all studies find that the Ichimoku Cloud is a reliably profitable
indicator, as [16] is not able to create a consistently profitable model.

Although it is evident that the studies above contribute greatly to this field, there
are certain limitations. For example, the Ichimoku Cloud, for the most part, is only
used as a trading strategy instead of inputs in deep learning. At the same time, most
studies conducted in Vietnam focus solely on prediction accuracy without practical
application. Our paper’s contribution lies in three aspects. Firstly, we demonstrate
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how the Ichimoku Cloud trading strategy can be implemented effectively in a deep
neural network. Secondly, we propose a combination of an LSTM model and a
practical, profitable trading strategy specialized for a niche stock market (Vietnam).
Finally, we follow a traditional scientific framework while evaluating the perfor-
mance by the standards of the modern financial world. Hence, our study may prove
to be valuable to both scientific researchers and financial experts.

In this study, we propose an LSTM network that uses historical price changes in
percentages and features extracted from the Ichimoku Cloud strategy to forecast the
probability to outperform the market of all stocks listed in the VN30-Index. Next,
we select the top three stocks with the highest probability as stocks in a short-term
uptrend.We then employ the following short-term trading strategy:We buy the shares
of selected short-term uptrend stocks and then sell them ten days afterward. After
getting the money from the closure of our positions, we reinvest the money right
away with the same trading strategy. The yearly returns of this trading scheme are
used as the empirical results.

The rest of this paper is organized as follows: In Sect. 2, we clarify the software
and hardware used in this study, how we determine the baselines and why we choose
the VN30-Index as the data sample. Section 3 covers our methodology. Section 4
indicates our empirical results. Lastly, we discuss the result and shed some light on
what may come in our future works.

2 Data Sample, Baselines, and Technology

We specifically choose the VN30-index constituents as the targets of our study
because we want to avoid stocks with potential price manipulation. In order to be
qualified for VN30, a stockmust pass strict requirements in terms of liquidity, market
cap, free float ratio, and reputation. Therefore, stocks listed in the VN30-index are
more likely to reflect the true demand and supply of the market.

There are two categories in our list of baselines. The first one is the market
indexes (VN30 and VN-index) and some common, safe investments such as gold,
saving accounts (we used the saving interest rate of AgriBank, one of the biggest
banks in Vietnam), and government treasury bonds. We want to see how our trading
strategy fares against the actual market and common, proven investments. We collect
gold historical performance from Kitco, Vietnam market indexes from FireAnt,
Agribank’s saving interest rates from the bank’s official documents, and govern-
ment treasury bond’s historical rates from Investing.com. In the second category,
we include the performance of our LSTM model using the same trading strategy
but without the features from the Ichimoku Cloud to highlight its effectiveness in
improving LSTM’s prediction power.

We first create a timeline of all stocks listed in the VN30-Index since its estab-
lishment in 2012 to the end of 2020 by collecting news from CafeF, Vietnam’s latest
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economic, financial, and securities news channel. We then collect the dividend-
adjusted open and closing prices of stocks from the timeline of Cophieu68.vn, a
website specializing in stock analysis, daily stock market commentary.

The experiments are carried out in Google Colab.We implement our source codes
with the assistance of the following libraries: Pandas, Numpy, Tensorflow, andWarn-
ings.

3 Methodology

This study follows the general procedure from Krauss et al. [2]. There are four major
phases. In the first phase, we split our data samples into study periods and then divide
our study periods into training and test sets. In the second phase, we select the inputs
and outputs necessary for our model. The third step is establishing the setup for our
model. Ultimately, we apply our trading strategy based on the predictions.

3.1 Creating Training and Testing Sets

Firstly, we divide our original 9-year (2012–2020) period into “study periods”
according to Krauss et al. [2]. The total length of a study period is four years. Each
study period is furtherly divided into a training and test set. Since our LSTM model
has a time sequence of approximately 1 year (240 days), the first year in a study
period is only used to generate features. The remaining three years are split into
a 2-year training set and a 1-year testing set. Figure 1 illustrates how we split our
dataset.

3.2 Features and Target Variable Selection

Features Selection

Firstly, we introduce the calculations used in the Ichimoku Cloud trading strategy
in order to avoid confusion in our upcoming explanation. For a more detailed
description, we refer to [10].

• Conversion line

(9− PH + 9− PL)/2 (1)

• Base line

(26− PH + 26− PL)/2 (2)
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Fig. 1 Dataset division

• Leading Span A

(Conversion line + Base line)/2 (3)

• Leading Span B

(52− PH + 52− PL)/2 (4)

where n-PH stands for the highest closing price in the most recent n days and n-PL
is the lowest closing price in the most recent n days.

Our input consists of 240 timesteps, and there are 5 features accompanied with
each timestep:

• Returns in terms of 10th last closing price:

Current Closing Price /10th Last Day Closing Price −1 (5)

• Four ratios derived from the Ichimoku Cloud trading strategy:

Conversion line/Base line (6)

Conversion line/Closing price (7)

Leading SpanA/Leading Span B (8)
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Leading SpanA/Closing Price (9)

We choose to use (6)–(9) as input features instead of (1)–(4) because buying and
selling signals in the Ichimoku trading strategy focuses on the relationship between
the closing price, the lines, and spans rather than the actual numbers. Finally, we use
robust scaler to standardize our features.

Target variable selection

First, we define the cross-sectional median at time t + 10 trading return. Perc= [0.5,
0.5] is used for cumulative summing to get thresholds. Then, we use the command
pandas.qcut (quantile-based discretization function) with the three parameters:

• x.rank: rank of all percentage change after 10 days
• perc: thresholds for creating label range
• labels = False: Return label 0 and 1.

To split the dataset into two discrete bins. The result is a column with values
of 1 or 0, representing class 1 (if the corresponding stock return after 10 days is
bigger than the cross-sectional median value of all stocks at time t) and class 0
(if the corresponding stock return after 10 days is smaller than the cross-sectional
median value of all stocks at time t). Using these labels as target variables, our model
predicts the probability for each stock in VN30 to outperform the cross-sectional
median return in period t + 10.

3.3 Model Specification

LSTM is an extension of recurrent neural network (RNN) architecture that was
specialized formodeling time series and their long-range dependencies [17]. Hochre-
iter and Schmidhuber introduce its concept in order to overcome the vanishing gradi-
ents issue [18]. Our model has 25 LSTM cells that precede a dropout layer of 0.1
and a dense layer with 2 output nodes.

• Loss function: we use categorical cross-entropy
• Optimization: we use RMSprop
• Batch size: 64 with epochs = 200
• Early stop: patience of 10 epochs, monitoring the validation loss
• Train-validation ratio: 0.2.

3.4 Trading Strategy

Our model predicts the probability for each stock in VN30 to outperform the median
return after ten days. Then, we buy the shares of three stocks that have the highest
chance then sell them ten days later. We then reinvest the recouped money on the
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following day using the same strategy. In this trading scheme, we spend the approx-
imately same amount of money on each stock with the original principle being
100.000.000 VND. In order to generate more samples, we split the initial principle
into three smaller investments. Each investment was spent on a different day from the
others. For the ease of calculations, we assume that we can spend approximately the
same amount of money on each stock and we can use up all of the available money
to purchase new stock. Every purchase was deducted by 0.1% to compensate for the
brokerage fee, and the sale money was deducted by 0.2% (Both brokerage fee and
tax account for 0.1% each.).

4 Results and Discussion

Overall, the implementation of the Ichimoku Cloud features greatly enhances the
performance of LSTM. As we can observe from Table 1, our proposed model with
the Ichimoku Cloud features outperforms its non-Ichimoku counterpart in 5 out of
6 years (2017 being the exception) by a fair margin. Moreover, the non-Ichimoku
suffers losses in 4 out of 6 years, while our proposedmodel only sees a loss of 13.88%
in 2018.On average, the annual gains of our proposedmodelwith the IchimokuCloud
(14.29%) dwarfs the non-Ichimoku Cloud version (−2.86%). We can observe that
features from the Ichimoku Cloud even turn what is originally a notable loss into a
significant profit. The empirical evidence taken from this table is capable of proving
that features extracted from the IchimokuCloud indeed improve the prediction power
of LSTM.

On the one hand, it can be inferred from Table 2 that our trading scheme’s perfor-
mance is very competitive with the performance of the local stock market indexes.
Overall, the annual gain of our methodologies slightly outperforms the growths of
the VN30-index and VN-index by approximately 19% and 4.2%, respectively. It is
also worth mentioning that market indexes are not subjected to brokerage fees and
taxes like our strategy. Therefore, being able to outperform the market indexes with

Table 1 Comparisons of the
performance with and without
the Ichimoku Cloud

Year Annual gain

With Ichimoku (%) Without Ichimoku (%)

2015 +31.85 −21.24

2016 +15.42 −11.71

2017 +21.87 +48.44

2018 −13.88 −20.05

2019 +12.33 +4.53

2020 +18.13 −17.17

Average +14.29 −2.86
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Table 2 Comparisons with the annual performances of stock market indexes and safe investments

This paper’s
strategy (%)

VN30 (%) VN-index (%) Vietnam
1-year
savings (%)

Gold (%) Vietnam
10-year
treasury bond
(%)

2015 +31.85 −1.01 +6.12 +6.2 −11.59 +6.43

2016 +15.42 +5.38 +14.82 +6.5 +8.63 +7.03

2017 +21.87 +55.29 +48.03 +6.5 +12.57 +6.01

2018 −13.88 −2.36 −9.32 +6.3 −1.15 +4.09

2019 +12.33 +2.82 +7.67 +6.8 +18.83 +4.88

2020 +18.13 +21.81 +14.87 +3.9 +24.43 +3.15

Average +14.29 +12.01 +13.7 +6.2 +8.62 +5.31

such handicaps is a considerable achievement. In terms of consistency, our strategy
outperforms the market growths in 3 years (2015, 2016, and 2019) out of 5 years.

On the other hand, on average, our trading strategy outperforms all other safer
and more common investments during the 9-year study timeframe.

5 Conclusion and Future Works

Applying deep learning in the Vietnam stockmarket is a virtually unexplored domain
since the 15-year-old market is still at the infantile stage compared to 100-year-old
giants such as Dow Jones. To contribute to this topic, this paper proposes an LSTM
model that predicts the probability of a VN30 stock outperforming the market and
an accompanying trading strategy with an annual return of +14.287%. We also
aim to showcase the Ichimoku Cloud as a viable technical indicator that can be
implemented as a feature in deep learning models. Besides, our study follows the
general procedures of a scientific study while using modern financial standards as
criteria for empirical analysis. Thus, experts from both the academic and financial
worlds may find this research valuable.

There are several prospects in our future works. Firstly, the trading strategy
employed in this paper is somewhat pristine. In the future, we may consult with
professional financial advisors to construct more sophisticated trading principles in
our scheme. Lastly, the architecture used in this LSTM model is fairly basic. The
first step toward improving our LSTM model might be adding more layers or cells.
Another possible direction is employing a more advanced version of LSTM such as
stacked LSTM, bidirectional LSTM, and hybrids. In addition, attention mechanism,
as indicated in the work of Qiu et al. [19], can improve the performance of LSTM
and wemay look to incorporate this in the next framework. We can also make a more
comprehensive framework by using an ensemble of models instead of just a single



An Empirical Examination on Forecasting VN30 Short-Term … 243

model. This approach will reduce generalization error since the components in an
ensemble are diverse and work independently from each other.
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impacted all the sectors including materials and manufacturing sectors. GM and IoT
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results. This study shows the role of IoT as an example for emerging technology in
industrial transformation (ITN) and inGM in general context. This extended research
article shows the relevance of IoT for achieving optimum growth, development, and
safe working for ITN and GM. This research paper is an instance-based qualitative
analysis that explains how IoT has contributed in the important fields of ITN and
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1 Introduction

For past onedecade, the climatic concerns have aggravated, and researchers havebeen
trying hard to bring solutions to reduce the pollution and wastes that are increasing
due to industrialization and technological advancements. Greenmanufacturing (GM)
can be seen as a major and important solution to this issue which aids in reducing
wastes and pollution in production processes [1]. This change covers many domains
of GM that result in better production design, introducing new BPM and using eco-
friendly devices and materials as inputs in production processes. Climatic change
across the world has brought new measures of GM and imposed competitive notion
at all the business services to adopt GM in the BPM [1]. However, not all sectors
could utilize the GM at all level, and its application is still at developing stage
due to unavailability of good replacements [1, 2]. Many researchers have explained
the concepts and experiential learning related to green productivity (GP) and its
advantages in profitmaximization and achieving customer satisfaction.Asmentioned
earlier, many firms are still unaware of valid application of GM, therefore, the factors
related to successful implementation of GM have to be known to improve production
processes and increase competitiveness. GM has significant advantages in ITN as
this has changed the entire concept of BPM and contributed in environment friendly
production and distribution [2].

World’s industrial companies are stressed by the competitive and dividedmarkets,
continuing economic uncertainties and growing operational costs (OC) [3]. All these
issues have to be solved through reducing the OC, increasing productivity along with
the achievement of competitive advantage [3]. The solution is not easy to imple-
ment because that also requires some investment like increasing cost in technology.
Cost in operation technology (OT) may help in reducing OC but increasing other
technological-related expenditures. Traditional industries have focused on OT for
competitive advantages, but with the introduction of information systems (IS), better
decision-making options came into existence [3]. IS gave rise to new digital tech-
nological developments in ITN and offered solutions that could integrate OT and
information technology (IT) [3]. This was the time of application of IoT in ITN. This
combination could mean exploring more options for business processes and adding
values to the products. IoT creates a liaison between business and all the human
resources and other tangible assets and resources that give rise to obtaining valuable
business vision for industrial competitors [4].

ITN is a practical and synchronized principle to facilitate IoT to develop chrono-
logical changes and developments in operations. ITN is assessed by changes in the
context of industrial structure, defined as the ratio of the variety of imitation—to
innovation-based intermediate goods. IoT creates integration of digital technology
into all areas of an ITN and aids in the methods of operations, CRM, BPM, and other
areas needed for transformations in industries. Apart from these changes, IoT also
brings changes in organizational culture [4].

The industrial internet of things (IIoT) suggests to interrelated sensors, instru-
ments, and other devices networked together with computers’ industrial applications,
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including manufacturing and energy management [4, 5]. This connectivity allocates
for data collection, trade, and investigation, beneficially directing to improvements
in productivity and efficiency and economies of scale. The IIoT is an evolution of
a distributed control system (DCS) that allows for a higher degree of automation by
using cloud computing to refine and optimize the process controls [5]. There are three
essential components of a digital transformation, namely the repair of processes, the
repair of operations, and the rebuilding of relationships with customers. IoT provides
three types of IT, for example, process transformation (PTN), business model trans-
formation (BMT), domain transformation (DT), and cultural/organizational trans-
formation (COT) [6]. This era is termed as digital era, and Internet of Things
(IoT) has helped in creating new and innovative products that can know, sense,
and share data as well as information to all the users such as companies, suppliers,
and consumers. There are many retail products’ examples, such as Sunsilk shampoo,
Reebok sneakers, or even beverages such as Pepsico or fruit juices like Tropicana,
all these products have extended the basic functionalities of regular products by
offering the ability to collect and share data via the Internet. This new category of
data collecting and sharing products is called as IoT-ready products or simply IoT
products (IoTP) [6, 7].

Such IoTPmay be seen as a provisional stage in the development of smart products
(SP), which are able to analyze and, potentially, “interpret” usage data in a goal-
oriented way. SP can make decisions that would require human learning and critical
thinking. For example, DSS or machine learning methods can analyze the stage
of SP and use date to evaluate customer behavior, preferences, and complaints too
that may contribute in the process of new product development considering the
achievement of customer satisfaction and eventually depending on the product type
and application purpose, decisions made by a SP can be used to provide users and
the company with recommendations or rating and reviews for further research and
development [8]. Figure 1 shows the development stages from traditional products
(TP) to (IoTP) to (SP)where TP has only basic functionalities, IoTP includes function
of autonomous data collection and product analysis through virtual interfaces, and
finally, SP encompasses data analysis, artificial applications, machine learning DSS
applications for decision-making processes [8].

This research paper is a descriptive study segmented into three parts. First part
covers the literature review giving the details on historical and growth of IoT in ITN
and GM. Second discusses the general features of IoT in ITN and their integration
along with GM. This paper defines the roles, advantages, challenges of IoT in ITN,
also gives a brief account on the firms using IoT in their ITN processes. Paper also
covers the general scenario of GM in BPM and PLC. Results in the third part outline
the advantages and relevance of IoT in ITN and GM in BPM and PLC along with

Fig. 1 Transformation from
TP to SP [8, 9]
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their integration. The paper is concluded with the clear advantages of IoT and GM
in the current environment [9].

The contribution of this study is to integrate three concepts together, which are
IoT, ITN, and GM and their applications in BPM and PLC. Also, this paper will unify
the advantages of IoT and explains the relevance of GM for competitive advantages;
therefore, firms will realize that investing in IoT and GM will bring cost advantages
and profit maximization.

2 Literature Review

Firstly, in this part, we have explained the definition of GM, advantages, and its
applications, and we have given a brief account on GM’s role in PLC and BPM. In
the second part of the same section, we highlight some of the related concepts in the
applications of IoT techniques in industrial transformation (ITN) [11].

GM means as green and sustainable manufacturing process that identifies manu-
facturing as the BPM for producing outputs from inputs for achieving customer
satisfaction and earn good return on investments. In this process, the focus should
be of creating less pollution and reducing wastes from both materials and finished
goods. Researchers have studied the past work to know the importance and results
of sustainable manufacturing and significantly concluded many several benefits of
GM at all levels of BPM and phases of PLC. The analytical results suggest a posi-
tive correlation between environmentally sustainable manufacturing practices and
competitive outcomes and establish a relationship between GM and BPM as well as
for PLC [10].

Green manufacturing covers all factors which are important for conserving and
integrating green inputs and outputs in the process of ITN, BPM, and achieving
CRM. GM has many advantages in applying it in BPM such as it can moderate and
reduce the pollution level in air, water, and land. This advantage is for all living
things, flora, and fauna, because GM can reduce waste at the source [11]. When
GM is used in materials and processes of production focus to use the eco-friendly
inputs, reuse of materials, recycling, eliminating toxic release in BPM, and in all
the phases of PLC. In past one decade, many researchers have confirmed that GM
is the most efficient method of improving BPM and reducing toxicities. Firms who
have adopted GM in their BPM have minimum adverse impact on environment and
have optimum consumption during the manufacturing process, not only this also GM
has resulted in increasing competitive advantages. Firms applied GM have achieved
their organizational and strategic advantages tough process design (PD), where the
PD in GM aids in reducing the wastes, pollutions, and achieve CRM and profit
maximization. Studies have also shown that firms using GM have consideration in
measuring performance b dealing with two notions, GM dimension and GM factors.
Dimension explains various qualitative aspects, viewpoints for achieving optimum
GM, and factors elaborate the application part that may include product design,
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synthesis, processing, packaging, transportation, and recycling in the BPM, and all
the phases of PLC [11, 12].

Over the last decade, the term Internet of Things (IoT) has attracted attention
by projecting the vision of a global infrastructure of networked physical objects,
enabling anytime, anyplace connectivity for anything and not only for any one.
According to IoT, it is an open and comprehensive network of intelligent objects that
have the capacity to auto-organize, share information, data and resources, reacting
and acting in face of situations, and changes in the environment.

This process of ITN started in the UK in the eighteenth century and from there
moved to other parts of the world. French writers mentioned the term ITN in 1852
during the industrial revolution, but Britishers were the pioneers in making it known
to the world. Economic historian from the UK in 1852 defined ITN as a way to UK’s
economic development [12]. One of the most famous examples of ITN is a textile
industry which was the first to use modern production methods. Connectivity and
data collection as well as analysis are major roles of IIoT for achieving competitive
advantages and explained the fundamental principle of growth and development in
ITN. IoT has brought major ITN by decreasing unpredicted economic depressions
and increasing productivity, which is subjected to over scheduled repairs, reduce
complete preservation costs and eradicate crashes. It is assumed that IoT devices are
integrated into various forms of energy consuming devices that can communicate
with the different requirements of firms to balance power generation and energy
usage which will help in ITN eventually.

In general, IoT system consists of three main parts, viz., sensors, network
connectivity, and data storage applications (Fig. 2).

IoT is a global network which allows the communication between human-to-
human, human-to-things, and things-to-things, which is anything in the world by
providing unique identity to each and every object and anything can be connected
and communicates in an intelligent fashion that ever before. It supports coding and
networking of everyday objects and things to render them individually machine-
readable and traceable on the Internet, like the content created through coded RFID

Fig. 2 IoT system [13, 14]
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tags and IP addresses linked into an electronic product code (EPC) network. The
world changes day-by-day, with IoT along with it. Now, it goes beyond M2M inter-
action [14]. IoT services can collect requested data fromdifferent sources and transfer
it to the other devices and systems automatically; thus, it became possible to solve
daily personal issues and business tasks with ease and flexibility. Many researchers
have already conducted in this area justifying the importance and relevance of IoT,
and GM in various sectors our research focuses only on ITN and GM for BPM and
PLC and their integration [14].

3 Research Methodology

This is a qualitative study entirely based on data collected from firm’s website
studying on how they applied IoT andwhat advantages and challenges they faced.We
studied various web sources to understand how GM and its features are used in the
current scenario. This is a descriptive analysis conducted on various firms to know
the applications of IoT applications. Real examples will justify the usefulness of IoT
in ITN, and in the final part of the study, we presented the impact and advantages of
green manufacturing in PLC and BPM.

4 Discussion

IoT plays a major role in ITN where asset-intensive industries, such as manufac-
turing, where the combination of OT and IT aids in improving new product develop-
ments, improving the existing product and changing the mind-set of old methods of
performing business practices [15]. IoT gives rise to opening of new channels, devel-
oping new customers, identifying new products’ usages, in simple terms a complete
change over in industry’s way of processing. IoT gave rise to ITN, where firms are
able to enhance their value BPM by using various IT-based business models and
developing the products as per the customers’ requirement to meet customer satis-
faction and good return on investment. Application of IoT-based solutions at any part
of the firm, from the operation level to strategic or production level, the objective is to
cutOC and use betterOT and IT so that the firm can reach to its breakeven point in less
time and can increase profit [15]. This is the most important reason for ITN to imple-
ment IoT inmost of the industrial processes. In the current scenario, many companies
use IoT solutions for receiving benefits from their investments and decreasing OC
and other related expenditures [15, 16]. This is evident that IoT provides real-time
vision and advantages to the BPM for any companies from collecting the data to
analyzing and using it for decision-making processes for different levels of manage-
ment. Apart from these monetary gains, IoT also aids ITN in effective SCM, building
relationships between customers and firms, discovering new channels for the flow
of products, encouraging firms to apply personalization approaches. IoT advances
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Table 1 Threats of IoT in
ITN [18]

Data security and privacy concerns are seen as the most
challenging issues in IoT initiatives and strategies

Cultural change in the plants caused by implementing IoT
solutions and smart machines

Data security and privacy concerns

Cost of purchase of IoT solutions

Lack of data scientists and analytics

Slow Internet connections

Cost of implementation and management of IoT solutions

Employees lack of technical development

Employee’s internal organization challenges

Building the business case for IoT investment

internal performances at industrial levels by empowering the human resource and
improving their performance, enhancing skills, and encouraging better results. As
mentioned before, IoT is used for ITN for the purpose of resolving users-based prob-
lems such as problems related to services, usages, quality, durability, availability[16].
Considering the importance of IoT in ITN, there could be two major roles of IoT;
firstly, focusing on over all industrial improvement and specifically targeting at the
internal level of related firms; secondly, aiming to facilitate for external factors such
as creating needs, achieving CRM, contributing in economy of the nation and devel-
opment of new as well as improved business models [17]. When IoT has several
advantages, there are also noticeable threats that industry in general has to face.
Table 1 shows some of the threats of application of IoT in ITN is given below:

The academic literature on IoT-related topics can be traced back to early publica-
tions on ubiquitous computing that correspond to the idea of information technologies
penetrating “the fabric of everyday life until they are indistinguishable from it.” IoT
development has affectedmany areas, and some of these areas are shown as examples
in Table 2.

Firms have been using IoT in ITN for various benefits, and firms in material
manufacturing are found to use IoT for the advantages shown in Fig. 3.

IoT in ITN applied at an industrial level has a broader scope and definitions. Firms
try to observe the IoT applications at industrial level before applying at organizational
level. Figure 4 shows the application of IoT at industrial level and explains how these
areas are benefitted by the IoT.

IoT is used by ITN for innovation, where new value, new pricingmethods could be
developed; competition has changed by IoT for new competition rules and enhances
choices for the customer. IoT assists in data analysis for profit optimization in ITN
processes. Other scopes of IoT are in business, customer, and resources too.

There are many firms which are using IoT for ITN and have experienced several
benefits. Table 3 gives the list of those firms.
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Table 2 Development of
sectors with IoT applications
[19]

Internet of things

Sensor technologies

Wireless communication, as well as supply

Layered architectures of digital technology

Energy consumption

Harvesting

Strategic management

Transportation

Supply chain management (SCM)

Market competition and new business models

Customer relationship management (CRM)

Privacy and security applications

Wearable devices

Fig. 3 IoT used by firms for
benefitting their ITN
processes [19]

Some of the examples for using the IoT in ITN are, IoT ABB Robotics that
has applied IoT for achieving higher efficiency, for innovation purposes, and for
developing new communication substrates. Another example is Dundee mining that
applied IoT for data analytics for ITN transformation.

Few mobile communication firms have also utilized IoT for increasing profit and
control costs, and Fig. 5 presents their main objective of using IoT in ITN.

GM is one of the important features of green supply chain. To achieve eco-friendly
and cost-effective green supply chain, successful applications of other factors are
also relevant along with GM. Figure 6 shows the list of green factors of green supply
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Fig. 4 IoT scope and utility
in ITN [20]

Table 3 List of the
successful firms using IoT for
ITN [21]

ScienceSoft (USA and Europe)

iTechArt (New York, US)

Oxagile (New York, US)

Indium Software (USA, UK, Singapore)

Softeq (Houston, Texas, USA)

Style Lab IoT Software Company (San Francisco, CA)

HQ Software Industrial IoT Company (USA and Europe)

PTC (Boston, Massachusetts)

chain. It is important to mention that all factors are interdependent and GM is the key
factor. For the purpose, the study, we discussed only Green Designing (GD), Green
Processing (GP), and Green Packaging (GPY).

GD focuses on producing eco-friendly outputs that minimize waste andmaximize
materials utilization. As a part of ITN, GD is used by many firms these days for the
purpose of minimizing waste. The process needs to reduce the toxics inputs used in
the BPM in such a way that productivity and cost effective both can be achieved.
Firms which have beliefs in environment preservation use GD in all the phases
of PLC, and the purpose is to maximize materials utilization, product recycling,
reuse, ease of re-production, and ensuing energy recycling. Firms using GD in GM
are focused on providing an environmentally aware that measures the product green
quality, best use of product design, coordinate different product development phases,
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Fig. 5 Objectives of IoT in ITN [21]

Fig. 6 List of green factors for green supply chain [22]
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and satisfy the green needs of consumers, companies, the environment, and society.
Eventually, GD in the GM aids in developing good product and achieves company’s
competitive advantage. When the firms are more focused in using GM in their BPM,
GPhelps thefirms to achieve their image of eco-friendly becauseGP tries to reduce all
manufacturing processes the environmental burden in such areas as input resources,
chemical substances used, and energy consumption. Figure 7 shows the role of GM
in BPM in providing environmental advantageous and that can aid in achieving
competitive advantages and enhance the firm’s image [22].

GP focuses on the applications of environmental technologies that minimize the
environmental hazards through sustainable product and process design to conserve
energy and reduce reliance on non-replaceable raw materials; therefore, if firms use
GP as one of the factors for GM, firmwill be able to useGM inBPMcontrol pollution
at all the phases of PLC and reduce thewaste through recycling (refer Fig. 8). GMand
technologies are applied in ITN at all the levels such as in manufacturing, operational
processes, BPM, production technologies, and management-oriented factors like
CRM. GPY has a major role in ITN and in green marketing because by adopting the
concept ofGPY, firms canminimize the environmental pollution and encourage using

Fig. 7 Role of GM in BPM [23]



256 A. Naim et al.

Fig. 8 GM in PLC in the production process for sustainability [3]

Table 4 List of firms using
GM [3]

Nike

Johnson and Johnson

Philips Electronics

Earth Tech

Schott

Dell Inc

Tupperware

the material which is GCYL [24]. Many firms conduct their marketing campaign on
use of GPY to achieve competitive advantages and also to build CRM.

Many firms are motivated for following eco-friendly concepts and applied GM in
their production processes; some of the famous companies using GM are given in
Table 4.

Research found that firms with different nature and products have used GM in
developing their products and offering the services and all achieved success in using
eco-friendly methods and materials in the processes. These firms have applied GM
in all the stages of PLC and in carrying out BPM and were able to maximize profit
and achieve competitive advantages. Also, such examples motivate other firms to
follow the GM in their BPM. This descriptive study explains the importance of IoT
in ITN and GM in BPM and developing PLC models by adopting the concepts of
GM that includes the subcomponents such as GD, GPY, and GCYL.

5 Result

Innovation has become an imperative for the entire world’s industrial companies.
Dealing with cost pressure is the most crucial issue for most of the companies. IoT
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has provided solutions to such critical issues and resolved OC and IT-related prob-
lems at internal as well as external levels. IoT has provided major advantages such
as increasing productivity, reducing OC, improving operational efficiency by intro-
ducing new and advanced business models, effective data analysis, and achieving
CRM. The majorities of companies are already using IoT applications in different
phases of production, investment decisions, and analyzing customers’ data and
reached to the beneficial solutions. Although there are many limitations and threats
of IoT applications pertaining to privacy and security, but industries for its transfor-
mation will continue using IoT because advantages are much more and limitations
can be solved and prevented by the applications of other IS and IT tools.

We studied many firms and checked the challenges and benefits that they have
faced while adopting IoT in ITN. Below given Figs. 9 and 10 show the challenges
and benefits for the different factors.
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Fig. 9 Challenges of using IoT in ITN by three firms [25]
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Fig. 10 Benefits of using IoT in ITN by firms [26]
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The study from three firms shows similar percentage of challenges and benefits
that they have experienced for applying IoT in their ITN. For the purpose of privacy,
the names of these firms are not disclosed.

The Internet has made fundamental changes in all the functions of ITN, and
with the IoT, online environment has expanded to a greater extent. The notion of
joining the TP to IoTP, growth of new product mix for collecting, analyzing the data
remotely and automatically that eventually aids CRM. PAs are done by the IoTP for
product usage and its value for the customers and sharing this information with other
customers, firms, and their competitors.

The implementation of a GM means firms are using eco-friendly material in the
BPM and all the phases of PLC, which clearly means that all goods are made from
non-toxic materials and biodegradable materials. Also, it is noticed that change in
material has not only affected the finished products but also affected the PD and its
SCM and may increase in cost for some materials, but in return advantage of GM is
so high that these issues were small and easy to manage. Also, firms applying GM in
the process of BPM are acknowledged as responsible and show care for the nature
and customers and contribute to the social benefits as a result, they achieve CRM
and increase in profit.

6 Conclusion

The industries will increase their IoT spending in the future for ITN and currently,
most of the firms are already investing in IoT applications for ITN because of high
productivity and low OC. IoT has also facilitated in for prediction analysis for ITN
that aided in decision-making process and analyzing the trends and riskmanagement.
In the current scenario, ITN sees its dependence on IoT for its all the functions and
trusts the applications of IoT to grow more in the future.

Firmswho have implementedGM inBPMand all phases of PLC havemademajor
contribution in preserving the environment, but the processwas not easy. They have to
create and choose optionswhich reducedwastes andpollution in theBPM.Sometime,
the inputs for GM cost higher and also firms have to change or modify the entire PD
to produce desired finished products. All the efforts for applying GM are rewarding
in terms of customer satisfaction, increasing productivity, and environmental care.
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Yaw Motion Control of a Ship Based on
Improved Quasi-Sliding Mode

Rajashree Taparia and Priya Gautam

Abstract This chapter describes the control of a ship yaw motion, based on an
improved quasi-sliding mode reaching law. The ship in the sea is an example,
which exhibits highly nonlinear behaviour. It faces external perturbations which
may include hydraulic forces, wind currents, tidal waves, etc. For smooth sailing, it
is required to design a robust control. Sliding mode control has the ability to reject
external disturbances. In this chapter, improved quasi-sliding mode reaching law-
based control is discussed for the yaw movement of a ship. The idea is to reduce the
quasi-sliding band so that the yaw motion is bounded.

Keywords Yaw motion · Quasi-sliding mode band · Robust control · Discrete
systems

1 Introduction

The sailing ship in the sea faces number of external perturbations such as oceanwaves,
windy weather and effect of tides. To get safe and smooth seamanship in the sea, it
is important to analyse and control the behaviour of a ship as regards to the above-
stated perturbations. In the literature, classical PID controllers and linear optimal
regulators are used to design the control law. The problem with these controllers is
that these controllers cannot handle the multi-variable and nonlinear environment
experienced by the ship. For the ship, still in the sea, the effect of winds and tidal
waves can be considered as locally stationary stochastic process. Regulator control
for decoupled yaw–roll motions are considered in [1]. In the ship steering based
on linear optimal control, the ship is modelled as linear system and the stochastic
disturbances are considered as Gaussian noise [2]. The Riccati equation solution to
the ship steering problem,whichminimizes a scalar cost function, does not ensure the
individual objective satisfaction. Some authors [3–5] do consider a straightforward
method of control design for individual objectives but they do not consider presence
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of perturbations. Therefore, the system may become unstable in the presence of
perturbations for such a control. In [6], control of yaw motion of the ship based on
Ackermann’s formula is discussed. Another approach called upper bound covariance
control UBCC is discussed in [3]. It satisfies variance constraints with perturbations
but requires large gain in the presence of perturbations.

Sliding mode control (SMC) theory is well-established, both in continuous and
in discrete time domain. It exhibits robustness in the presence of disturbances. The
computer implementation of control algorithm necessitates to develop in discrete
domain as direct application of continuous time law leads to large chattering, dis-
cretization errors or even instability. Many discrete sliding mode control (DSMC)
algorithms have been developed by the researchers, and more popular among them
are [7, 8]. Discrete time sliding mode control strategy for periodic review inventory
systems is discussed in [9, 10]. It is important to point out here that the width of
the quasi-sliding mode band (QSMB) is dependent on the rate of change of system
uncertainties. In most of the chapters, this rate change is considered as the first-
order difference of the system uncertainties. As this rate is large, the width of the
quasi-sliding band is increased. The discontinuity of the sign function further adds
to the chattering. While deriving the reaching law in [11], the rate of change of sys-
tem uncertainties is taken as the difference function of the second order. Also, the
sign function is replaced by its continuous approximation. The major contribution
of this chapter is the objective to reduce the quasi-sliding mode band. This is done
by taking the second-order difference of the system uncertainties. As such the ship
in the sea faces many disturbances. Improving the control law in this way makes the
ship control robust, in a sense that ship follows the desired trajectory in a relatively
smooth fashion. The control law discussed in [11] is applied to the ship yaw motion.
The variations in the system parameters and disturbance in the system are analysed
through simulations. In the first case, it is considered that there is no disturbance in
the system. In the second case, disturbance is added in the system. Further, the effect
of switching parameter and sampling rate are seen on the quasi-sliding mode band.
Ideally, the ship should follow smooth sailing such that themotion follows a bounded
track. An improved version of discrete sliding mode control law, which reduces the
quasi-sliding band is derived for the ship yaw motion. The reduced band will make
the ship steering to follow a bounded path, facilitating smooth sailing.

2 The Ship Model

In general, any ship has two types of motion, linear and rotational. The linear motion
further can be classified as surging, swaying and heaving. And the rotational motion
can classified as rolling, pitching and yawing (Fig. 1). The considered model of
the ship takes the single crew as the control. For a ship like tanker, the prevailing
weak coupling between different modes of the ship allows us to consider the steering
dynamics separately.Yawand rollmotions are developed by the changes in the rudder
positions. So to control the yaw motion, the input is the rudder angle. The rolling
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Fig. 1 Ship motions model

and pitching angles are observed, and the yaw movement of the ship is controlled.
The model equations for yaw motion of ship as described in [6] are given as,

m

[
dŭ(t)

dt
− v̆(t)r(t) − Xgr

2(t)

]
= X

m

[
dv̆(t)

dt
− ŭ(t)r(t) + Xgr

2(t)

]
= Y

Im
dr(t)

dt
+ mXg

[
v̆(t)

dt
+ ŭ(t)r(t)

]
= N (1)

The parameter descriptions in the above equations are given in Table1.
The state space model from the above differential equations for the yaw motion

of the ship can be written as [6],

Table 1 Description of the parameters

Parameter Description

m Mass of the ship

Xg X co-ordinate of centre of mass

Im Moment of inertia

ŭ(t) Surge velocity

v̆(t) Sway velocity

r(t) Yaw rate

ψ(t) Heading angle

X Hydrodynamic force at X-axis

Y Hydrodynamic force at Y-axis

N Hydrodynamic moment
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[
ṙ(t)
ψ̇(t)

]
=

[−1/Ts 0
1 0

] [
r(t)
ψ(t)

]

+
[
Ks/Ts
0

]
δ(t) +

[
0
η

]
e(t) (2)

= Ax(t) + Bδ(t) + De(t) (3)

where

A =
[−1/Ts 0

1 0

]
B =

[
Ks/Ts
0

]
D =

[
0
η

]

and
x(t) = [x1(t) x2(t)]T = [r(t) ψ(t)]T

In Eq. (2), δ(t) is the rudder angle of the ship, which is also the control input to
the system. Ts , Ks are the time constants. e(t) is force generated by the waves, which
acts as a disturbance in the system.

3 Control Law

3.1 Methodology

To derive the robust control law for yawmotion control of the ship, the discretemodel
of the ship is considered. The dynamics of the reaching law s(k + 1) is described.
The control law u(k) based on this reaching law is derived from the discrete state-
space model of the system and the sliding variable dynamics s(k + 1). Simulations
are carried on the discrete model of the system with this control law, in MATLAB.

3.2 The QSM Law

Asmentioned earlier, the ship will have a steady sail if the controller controls the yaw
movement such that it remains bounded. An improved discrete sliding mode control
(DSMC) reaching law is described in [11], which guarantees small width of quasi-
sliding mode band (QSMB). The small quasi-sliding mode band for yaw movement
of the ship will ensure its motion to be bounded. In an improved quasi-sliding mode
domain, a new reaching law for discrete sliding mode control (DSMC) is described
for the system with uncertainties. It is well known that there is a direct relation
between the amplitude of chattering, i.e. width of the quasi-sliding mode band and
the change rate of the system uncertainties. In most of the previous research, the rate
change is taken as the first-order difference of the uncertainties and is defined as,
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δ1(k) = C ′[d(k) − d(k − 1)] (4)

|δ1(k)| ≤ δ1 (5)

where δ1 is the upper bound on the rate of change of uncertainties. As this change
rate is quite considerable, the width of the quasi-slidingmode band will be increased.
Also, the discontinuity in the sign function further adds to increasing the chattering.
Thus, it is required to reduce this quasi-sliding mode band, so that there is a smooth
sail of the ship and robustness in control is improved. The switching function is
described as,

s(k) = C ′x(k) (6)

where C ′ is 1 × n vector and C ′B �= 0 which ensures that the system is controllable.
To reduce the chattering, second-order difference is used as the change rate. In this
chapter, sign function is replaced by a continuous approximation of it. This reaching
law thus ensures the smaller width of the quasi-sliding mode band (QSMB). The
switching function is described as,

s(k + 1) = −1

1 − z−1
(

εT s(k)

|s(k)| + ρ
+ C ′[d(k) − d(k − 1)] (7)

where ε > 0 is the switching parameter, ρ > 0 is the control parameter, and z−1 is
the unit delay parameter. Multiplying (1 − z−1) both sides in the (7) we get,

(1 − z−1)s(k + 1) = − εT s(k)

|s(k)| + ρ
+ (1 − z−1)C ′[d(k) − d(k − 1)] (8)

s(k + 1) = s(k) − εT s(k)

|s(k)| + ρ
+ C ′[d(k) − 2d(k − 1) + d(k − 2)] (9)

The rate change of uncertainty is expressed as,

δ(k) = C ′[d(k − 1) − 2d(k − 1) + d(k − 2)] (10)

|δ(k)| ≤ δ (11)

For regulating the convergence, the convergence rate parameter q is introduced
and is taken as q > 0 and 0 < 1 − qT < 0 [11]. Then the reaching law becomes,
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s(k + 1) = (1 − qT )s(k) − εT s(k)

|s(k)| + ρ
+ δ(k) (12)

The sign function is replaced by a continuous approximation in the above-
reaching law. From (6)

s(k + 1) = C ′x(k + 1) (13)

s(k + 1) = C ′[Ax(k) + Bu(k) + d(k)] (14)

Equating (12) and (14)

(1 − qT )s(k) − εT s(k)

|s(k)| + ρ
+ δ(k) = C ′Ax(k) + C ′Bu(k) + C ′d(k) (15)

Then the improved switching function becomes,

s(k + 1) = (1 − qT )s(k) − εT s(k)

|s(k)| + ρ
+ δ(k) (16)

The control law then can be written as,

u(k) = −(C ′B)−1[C ′Ax(k) − (1 − qT )s(k) + 2C ′d(k − 1) (17)

− C ′d(k − 2) + εT s(k)

|s(k)| + ρ
]

The application of this control law for yaw motion of the ship is discussed in the
next section. The width of the the quasi-sliding mode band as described in [11] is
given as,

� = εT + δ

2 − qT
(18)

Therefore, it can be interpreted that small value of εT will reduce the quasi-sliding
mode band.

4 Simulation Results

A single screw/single rudder ship model, as discussed in [12], is used here for sim-
ulations. The parameters of the ship are as described here. Bow and stern draught is
11 m. The metacentric height is 0.45 m. The displacement is 52,010m3. A 13,000
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HP diesel engine is used for delivering the propulsion power. The ship is fitted with
a four-blend propeller with a diameter of 6.3 m2. From the system equation (2), the
system matrices are given as in (19).

A =
[
0.01525 0

1 0

]
B =

[−0.000625
0

]
D =

[
0

0.25

]
(19)

With the given parameters, the continuous time state space model is converted
into discrete state space equations and is given below.

[
r(k + 1)
ψ(k + 1)

]
=

[
1.0002 0
0.0100 1.0000

] [
r(k)
ψ(k)

]
(20)

+
[−0.6250

−0.0031

]
δ(k) + d(k) (21)

The time varying disturbance is considered affecting the system as given by the
following equation.

d(k) = a × D × e(k)

where e(k) = 0.5 sin(2k) and the initial conditions as,

x(0) =
[
7

−7

]

Simulations are carried out for the following four cases as described here. In the
first case, the disturbance is not considered in the system dynamics. In the second
case, disturbance is introduced in the system, the third case shows the effect of εT
to the system, and in the fourth case sampling time, variable parameter and εT are
changed (Table 2).

Case-1: In the first case, we consider that there is no disturbance in the system. The
parameter a = 0 (i.e. d(k) = 0) and ρ = 0.7. In this case, no disturbance occurs in
the system so δ = 0.103. The value of εT is selected according to the condition given
in [11] as, εT = 140. The sliding variable s(k), for this case, is shown in Fig. 2.

Table 2 Dataset used

Parameters δ εT qT a

Case-1 0.7 140 0.45 0

Case-2 0.7 140 0.45 1

Case-3 0.7 105 0.45 1

Case-4 0.7 121 0.45 0.1

δ—control parameter, ε—switching parameter, T—sampling time, a—adjustable parameter, q—
convergence rate parameter
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Fig. 2 Switching function
with the reaching law for
case-1
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Fig. 3 Switching function
with the reaching law in
case-2
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Case-2: In this case, we consider the presence of external disturbance in the system.
The adjustable parameter is a = 1 in this case. Figure3 shows the plot of switching
function in the presence of disturbance d(k).

Case-3: The adjustable parameter is taken as a = 1 in this case. Width of QSMD
band is increasing with respect to εT . Hence, in order to obtain theminimumQSMD,
εT should be kept small. The qT , ρ and d(k) are same as the case-2. εT = 105.
Simulation results are shown in Fig. 4.

Case-4: In this case, the adjustable parameter is changed to a = 0.1, and εT = 121.
The disturbance affecting the system has been reduced with lesser a. As described
in [11] width of QSMD is reduced with the sampling time as shown in Fig. 5.

The control input for this case with the described reaching law is shown in Fig. 6.
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Fig. 4 Switching function with the reaching law in case-3
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Fig. 5 Switching function with the reaching law in case-4

The system states, yaw rate ψ(k) and the heading angle r(k), are shown in Fig. 7.

The phase plane portrait as shown in Fig. 8 is of a stable system.
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Fig. 6 Control input u
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Fig. 7 Yaw rate and heading
angle
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5 Conclusion

In this chapter, improved discrete sliding mode reaching law-based control is applied
for the yaw motion of the ship. This reaching law ensures the stability and the
robustness of the system in the presence of external disturbances. The chapter also
describes the effect of variations in the parameters of the system on the width of
the quasi-sliding band. They are considered as separate cases in the chapter. The
simulation results show the changes in the QSMB width, with the changes in the
different parameters of the system dynamics. The phase portrait of the system is
stable. The effectiveness of the control law is in reduced quasi-sliding band and less
chattering, thus rendering the smooth sailing of the ship.
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Fig. 8 Phase plane portrait
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Abstract Reasoning ability along with the skill of arriving at logical inferences is
central to artificial intelligence and a key requirement to get one step closer toward
natural language understanding. Once such task which involves learning this skill
is natural language inference (NLI) which involves the task of categorizing a given
premise and hypothesis into one of three classes—neutral, entailment or contradic-
tion. The availability of datasets such as the Stanford Natural Language Inference
(SNLI) dataset [1] has allowed the use of deep learning networks to tackle this prob-
lem. The paper presents the results of two models: (1) LSTM model and (2) LSTM
with self-attention where both models are trained on different subsets of the SNLI
dataset. The paper tests and compares the performance of both models on different
subsets of the dataset containing varying proportions of entailment, contradiction
and neutral labels and provides an analysis to explain possible reasons for incorrect
predictions.
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1 Introduction

Replicating human-level understanding, inferences and logical reasoning in machine
learning and deep learning models has always been a challenging task. The ability
to reason and arrive at a valid inference is a fundamental step toward building artifi-
cial intelligence systems that are capable of human-level understanding and making
human-level deductions.

Natural Language Inference (NLI) is one such task which is used to determine
the relationship between a given premise (p) and hypothesis. The given premise and
hypothesis can either agree or contradict with each other, or remain neutral, which
means they are not related (h).

p: The family is currently outside watching a baseball game.
h: The family are eating at a restaurant.

The above pair of sentences contradict each other as the family are involved in
two completely different activities. Therefore, it is an example of the contradiction
class.

p: A boy is playing the guitar at the festival.
h: A boy is playing an instrument at a grand stage

The above pair of sentences are in agreement with each other. Therefore, it is an
example of the entailment class

p: A girl is playing the guitar along with a group at the music academy.
h: The group at the music academy are playing with harmony.

The above pair of sentences are neither related to each other strongly nor com-
pletely contradict each other. Therefore, it is an example of the neutral class.

Natural language inference is an important problem that has applications in a
wide range of NLP tasks. For instance, Chen et al. [2] propose a method to verify
whether the answers produced by a question–answering system are actually correct,
using natural language inference, as NLI requires the premise, which in this case
is the question, and hypothesis, which is the answer to the question, to agree with
each other. Apart from question–answering systems, NLI also has wide range appli-
cations in other NLP problems such as semantic search, semantic parsing, machine
translation and so on. The two of the most prevalent datasets for NLI are the Stanford
Natural Language Inference (SNLI) and Multi-Genre Natural Language Inference
(MultiNLI) [3] datasets, both ofwhich have been important contributions to this prob-
lem, as they have facilitated experimentation with more sophisticated deep learning
architectures. In this paper, we attempt to train two different models on the SNLI
dataset with varying proportions of entailment, contradiction and neutral labels to test
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and compare the performance of the models on different subsets of the dataset. This
is followed by error analysis to identify mislabelled examples and further improve
the performance of the models.

2 Literature Survey

Chen et al. [4] combine external knowledge with the existing NLI models to achieve
a higher performance. Existing approaches make an assumption that the data which
is used for training contains all the necessary information tomake the decision. How-
ever, in some examples the context between words is of great significance. The two
main models for NLI are sentence encoding and self-attention networks. Sentence
encoding involves the encoding of the premise and hypothesis followed by classifi-
cation. State-of-the-art NLI models follow a particular template. Firstly, the premise
and hypothesis are processed to determine appropriate representations. Local infer-
ence information is collected to finally arrive at a sentence-level decision. External
knowledge is incorporated at the attention layer, local inference collection and final
aggregation and composition layer. External knowledge is mainly incorporated using
synonymy, antonymy, hypernymy and hyponymy.

Parikh et al. [5] propose performing NLI using an attention model. The approach
relies on the alignment of sub-phrases of the hypothesis and premise against each
other to determine whether they agree with each other. The main problem is divided
into multiple sub-problems of aligning sub-phrases to determine the final outcome,
thereby enabling parallelization. A soft alignment matrix is generated using neural
network based attention, from the two sentences represented by their embedding
vectors. The problem can be decomposed into sub-tasks, each of which can be solved
in parallel. The authors have reported that the decomposable attention model though
simpler outperforms other more complex neural methods like LSTMs. The attention
model is also computationally less expensive than the other models owing to its
parallelization capabilities.

Nie et al. [6] present a novel dataset called Chaos-NLI dataset for NLP. According
to the analysis done, the models achieve a high accuracy only when the agreement
level of the data is high. Themodel performs very poorly when the agreement level of
the subset is low. Chaos NLI attempts to do that by using collective human opinions
for examples in several existing NLI datasets. The paper finds out the dependence of
human agreement on the existing state-of-the-art model performances. The results
show that the models are unable to capture the human distribution. As a result, the
models do well only when there is high level of human agreement in the dataset.
Chaos NLI attempts to incorporate collective human opinion by providing hundred
annotations for each example in three sets of existing NLI datasets such as SNLI. The
results showed a significant difference between model output and collective human
opinion. The usage of collective distribution for evaluation allows the researchers
to trust the decision made by the model and it also helps in allowing the model to
capture the collective human opinion.
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Dropout has been used with RNNs [7] for various applications such as machine
translation, handwriting recognition and neural language models. All the existing
work have established that dropout is not suitable with RNNs as it affects the long-
term dependencies of the input sequences. Existing work on the use of dropout with
RNNs for handwriting recognition revealed that the performance varied depending
on which layer dropout was applied. It was also concluded that the application of
dropout after recurrent layers or between feed-forward layers led to poor results. The
paper presents a RNN model for NLI which incorporates the use of intra-attention
to capture the context of the input sequences in a much better fashion. The input
sentences are passed through an embedding layer, and this is followed by a BiLSTM
layer. The application of dropout on thismodelwas successful in avoiding overfitting.
The model trained on the SciTail dataset was able to prevent over fitting by using
dropout along with a simpler model. This was done by reducing the number of
hidden units from 300 to 100 resulting in a reduction in the number of parameters.
Some of the main inferences drawn by the author are that regularization is a must
for the embedding layer especially when it used for larger datasets such as the SNLI
dataset. For a smaller dataset, the paper suggests the application of regularization
in the recurrent layers. The performance of the model dropped when regularization
was applied at the intermediate feed-forward layers.

Yang et al. [8] propose using a Hybrid-Siamese Convolutional Neural Network
architecture to address the dataset imbalance issue. The imbalanced dataset is com-
posed of two types of classes—head categories and tail categories. Head categories
are those which have a relatively large number of instances in the dataset. Tail cate-
gories on the other hand have a relatively low representation in the dataset. The archi-
tecture consists of two parts: A single convolutional neural network and a Siamese
network. The single CNN is used to classify text into head categories, whereas the
Siamese network, which is a few-shot learning technique, is used for classification of
text into tail categories. The authors report a significant improvement in performance
and accuracy, when using the HSCNN architecture to classify categories that are less
represented in the dataset.

Wang and Jiang [9] was based on improving upon the existing model given by
Rocktäschel et al. [10]. The baseline model uses sentence embeddings for both the
hypothesis and premise sequences. The only difference is the inclusion of attention
weighted representation of the premise in order to increase the accuracy of the predic-
tion. All word-level relations were considered even though some of them including
stop words were not important with respect to the decision made by the model. The
NLI model uses LSTM cells to perform word-level matching between the premise
and hypothesis. At every point, model tries to match the attention weighted rep-
resentation of the premise with the current word in the hypothesis which resulted
in remembering only the important matching results. In particular, important mis-
matches which often indicates neutral or a contradiction relationship intend to be
remembered and good word-level matching results were forgotten.
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3 Proposed Methodology

3.1 Dataset

The model has been trained on the SNLI dataset [1] which consists of approximately
550,000 training samples and 10,000 of each testing and validations samples. The
dataset consists of the following in JSON format:
sentence_1_binary_parse: Premises without POS tags
sentence_2_binary_parse: Hypotheses without POS tags
sentence_1_parse: Premises with POS tags
sentence_2_parse: Hypotheses with POS tags
label-1 to label-5: Labels given by five annotators to the current premise-hypothesis
pair
gold label: Most frequently occurring label for the current pair
pair_id: Unique ID for each pair
sentence-1: Premise sentence
sentence-2: Hypothesis sentence

For our model, we have considered sentence_1_binary_parse, sentence_2_
binary_parse, pair-id, gold label as the primary labels. The hypothesis and premise
sentences were extracted from the respective binary parse representations. Training
and testing was first done with the complete dataset, and it was later on done with a
disproportionate dataset built with having 250,000 samples consisting of user-defined
proportions for each class to check the accuracy of the classification with imbalanced
proportions of each class in the dataset.

3.2 Preprocessing

Firstly, tokenization of the data is performed using keras library. The word index
is built using the relative importance of all the unique words in the corpus. Each
word is assigned a unique integer based on the frequency of occurrence where a
lower number implies higher frequency. Therefore, stop words tend to have lower
word index numbers.The premise and hypothesis are encoded using theGlove (300d)
embedding. Embedding matrix of dimensions vocab_size x 300 is created, and this
contains only thewords present in our vocabulary and their corresponding embedding
vectors derived from the glove file. Finally, the embedding matrix is saved into a file
for later use.
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3.3 LSTM Model

Figure1 presents the architecture of the LSTM architectue which primarily builds
upon the architecture proposed by Bowman et al. [1]. The tuning and use of attention
is inspired by Liu et al. [11]. The premise and hypothesis are first passed through an
embedding layer to obtain the the 300-dimensional GloVe representation for each
word in both the sentences. The premise and hypothesis are then separately passed
through an LSTM layer with three hundred units followed by a batch normalization
layer for regularization. The premise and hypothesis are then concatenated and fed
through three dense layers, having three hundred units each,with theRELUactivation
function. The final prediction layer contains three units with a softmax activation to
obtain the probabilites of each of the three classes. The loss objective on which the
model has been trained is categorical cross entropy, and the model has been tested
with different optimizers such as Adam and RMSProp. Early stopping has been
used to make sure that the training process stops if the validation accuracy changes
negligibly for 4–10 continuous epochs based on optimal performance.

3.4 LSTM Model with Self-Attention

Figure2 presents the architecture of the LSTM model with self-attention. The base
model primarily builds upon the architecture proposed by Bowman et al. [1] and
the use of attention is inspired by Liu et al. [11]. The premise and hypothesis are

Fig. 1 Architecture of the LSTM model

Fig. 2 Architecture of the LSTM with self-attention model
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passed through the Embedding layer, followed by the translate layer and LSTM layer
with batch normalization. The premise and hypothesis are passed individually passed
through an attention layer to capture the relationship within the sentences. The rest
of the architecture follows the LSTM model leading up to the three-way Softmax
output.

4 Results and Discussions

The models use early stopping to maximize the validation accuracy and avoid over-
fitting. The original LSTMmodel was trained for 8 epochs with a final train accuracy
of 88.30% as given in Table 1. The training accuracy can go up to 97% if trained for
more number of epochs. However, this led to poor validation and test performance.
The validation and test accuracy peaked at 80.38% and 80.06%, respectively. The
LSTM with self-attention model was trained for 15 epochs with a train accuracy of
82.47%. The validation and test accuracy was 75.45% and 75.55%, respectively.

To test the model on imbalanced dataset, a subset of the dataset was used to train
both the models. The subset had the following ratio of labels: 60% entailment, 20%
contradiction and 20% neutral. This model was also trained for 8 epochs tomaximize
the validation accuracy and avoid overfitting. The training accuracy improved to
90.09 due to the imbalance of the dataset. The validation accuracy reduced to 75.42%
and the test accuracy reduced to 74.51%. When compared to the original dataset, the
model was able to give a similar performance with slight reduction in validation and
testing accuracy. The LSTMmodel with self-attention gave a better test accuracy on
the imbalanced dataset as seen in Table 2.

Table 1 Performance of both models on complete SNLI dataset

Model name Train accuracy Validation accuracy Test accuracy

LSTM 88.30 80.38 80.06

LSTM with
Self-attention

82.47 75.45 75.55

Table 2 Performance of both models on imbalanced SNLI dataset

Model name Train accuracy Validation accuracy Test accuracy

LSTM 90.09 75.42 74.51

LSTM with
Self-attention

77.90 70.19 77.48
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4.1 Error Analysis

In order to improve the test accuracy of the models, the misclassified examples were
observed to check for any visible patterns.One of the reasonswas the consideration of
“.” as a separate token. The relative importance of the “.” tokenwas the highest due to
higher frequency among other tokens. This caused the model to change its prediction
label just based on the presence and absence of the “.” token rather than looking at
the word-level features of the sentence. The removal of the “.” token reduced the
number of misclassified examples. The SNLI dataset was also found to contain a lot
of sentences with spelling errors. The difference in spelling caused the entire context
of the sentence to change causing a change of the predicted label from the original
label. Example p: The girls walk down the street and h: Girls sat down in the street. Is
a example that should come under the contradiction label. However, the training set
contained the hypothesis as h:Girls set down in the street. This has caused the model
to classify this pair of sentences as a entailment. The performance of both models
can thus be improved by adding spell check as an additional preprocessing step.

5 Conclusions and Future Work

This paper presents the performance of both models on varying proportions of the
SNLI dataset and highlights the differences. The LSTM model gave a better per-
formance in all scenarios. The performance of both the models can be improved
with additional preprocessing steps such as correcting the semantics of all the sen-
tences before training the model. The paper extends both the models with varying
proportions of labels. The similar performance on the imbalanced dataset indicates
that this model can generalize well. The reduction in validation accuracy is compen-
sated by the simplicity and the ease of use of the model compared to the complex
architectures involving transformers. The usage of self-attention along with more
sophisticated preprocessing techniques is one of the future directions of this work.
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Robotics Process Automation
Implementation in Project Management

Sharad Garg, Pooja Dehraj, and Ritvik Shrivastava

Abstract Technological developments have aided businesses in increasing their
efficiency throughout history. Organizations may now use robotic process automa-
tion to improve the efficiency of knowledge-based labor (RPA). With this potential
in hand, organizations must figure out how to successfully and efficiently integrate
RPA into project management. As a result of automation in project management,
human employees’ attention and effort have dropped, allowing for more produc-
tion per person. As a result, the company would be able to grow economically and
technologically. Automation revolutionized industries that required a great deal of
manual labor. The RPA concept in project management has a commercial influence
on companies since it speeds up the project management process and eliminates
the need to repeat activities. RPA bots are capable of executing several tasks at the
same time and communicating with software and they can be used successfully, in
operational operations that demand consistency, volume, and repetition.

Keywords Project management · Robotic process automation · RPA in project
management · RPA use cases in project management · RPA in execution

1 Introduction

Aproject is a set of inputs and outputs required to achieve a particular goal.According
to the Project Management Institute (PMI), the term Project refers “to any temporary
endeavour with a definite beginning and end”. Depending on its complexity, it can
be managed by one person or a hundred and it can range from simple to complex.
The characteristics of a project are:

• A project has a clear start and end date.
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Fig. 1 Five phases of the project management [Source TCS Project]

• A project has boundaries
• A project creates something new
• A project is not boundaries as usual.

A well-defined “Project Management” is very important in an organization for
managing the goods and services. Project management is a process of planning; orga-
nizing and managing meet the project and client’s requirements. A Project Manage-
ment can be started as an application of knowledge, skills, tools, and techniques
that can be applied on the project activities to achieve the project objective. Project
management processes are divided into five steps as shown in Fig. 1 [1].

1.1 Robotics Process Automation and Its Benefits

Robotics Process Automation (RPA) refers to specific software where program can
be done with much difficulty to do normal tasks across applications, which are very
similar to the performance by the human workers. RPA is an advanced technology of
the twenty-first century that enables anyone to build computer software or a “robot”
to perform human actions using AI. Using the RPA, the boot communicates the
digital systemandhelps in executing the business process.RPA technology automates
the time-consuming, repeatable manual actions [2]. RPA enables the projects and
business processes to run efficiently by eliminating human error. RPA, also known as
intelligent process automation has been around for years. In today’s time, around the
globe millions of hours of staff in customer service, business support, and operations
are being working manually. In project management, the Project Manager works in
conjunction with the IT automation manager. The project manager’s ultimate goal is
to make suggestions to the automation leadership team to deploy RPA successfully
in the most effective and efficient manner throughout the organization. RPA may be
a huge change for the project manager, especially when the project managers are
used to managing the multi-sprint deployment.
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Robotic ProcessAutomation is gettingmore andmore attention; it’s being adopted
and implemented in organization of every industry [3]. But there are some decision
makers who think whether RPA is worth the investment. Let’s take a look at a few
of the many benefits RPA can provide to the organization. Some of the benefits of
RPA in project management are:

• It’s very efficient [4].
• Less manual errors: Rather of using keyboards or select-copy-paste, robots

communicate data using element or image recognition [4].
• Cost effective: It’s cost effective as compared to other option [4].
• Scalability: It is easier and less expensive to duplicate robots than it is to hire and

train fresh people within the company [4].
• Simple solutions: Upgrades are straightforward to get, and they may work

with existing applications without the requirement for costly or time-consuming
internal system rebuilding [4].

• Staff Wellbeing: Using the RPA to perform the rule-based tasks on your project
and it will minimize the amount of time staff needs to perform mundane data-
entry and administrative tasks [4]. When the team members focus on the tasks
that challenge them, the risk of burnout is reduced and team member’s wellbeing
is improved.

2 Requirement of Robotics Process Automation in Project
Management

Projects are not always successful. In a report published in 2017 from the Project
Management Institute (PMI), 14% of IT projects fail [5]. However, this number only
represents the total failures of the projects that didn’t fail outright, 31%projects didn’t
meet their goals, 43% projects exceeded their initial budgets, and 49% projects were
late. Most common reasons for IT project failure are as shown in Fig. 2 [6].

Many companies are facing a staggering rate of retirement, which means a lot
of great talent is walking out of the box. Nowadays, Robotic process automation is
one of the best investments in the IT industry. With increasing technology, Robotic
Process Automation (RPA) is becoming a part of daily life from online shopping and
data transfer to customer registration. RPA increases the attention of corporate world
[7] and industrial automation over the past couple of years [7]. Australian organi-
zations are increasingly looking to Robotic Process Automation (RPA) to improve
operational efficiency, productivity, and quality and customers satisfaction.Over 54%
of Australian organizations [8] have reported cost savings from automation systems
and processes and seen an effective result in quality and compliance. According to
a 2018 KPMG survey, nowadays companies are significantly investing in RPA soft-
ware, more than they are in cloud, IoT. Investment in RPA in different field for saving
the operational cost is shown in Fig. 3 [9].
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Fig. 2 Leading causes of IT project failure. [Source Atspoke]

Fig. 3 Investment in different field for saving the operational cost. [Source Toptal]

Using the software tool powered by RPA in project management [10], the project
managers can easily calculate the risks of layering up and are familiar with the
reduction in operating costs they can expect. RPA has high scope to transform the
projectmanagement success. Reduction, the errors in performance, and increase staff
wellbeing help the team members to focus more on creative tasks and offers a great
customer experience. In conclusion,we can expect the role ofRPA in projectmanage-
ment to keep on growing [10]. In project management, Robotic Process Automation
(RPA) is taking on greater importance, with software bots standing out as essential
assistants; it is a fundamental technology that automates structured and repeatable
processes to run with greater efficiency and productivity [11]. RPA software solu-
tions automate increasingly complex tasks and projects unlike traditional software
tools that manage simplified, basic processes [12].
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3 Robotic Process Automation in Project Management
Lifecycle

Using Automation in project management helps the project manager in handling the
regular reports, data collection and transfer, scheduling, and notifications triggered
by events in the project management [13]. A successful project is one that is delivered
“on time, within budget and with the required quality”. In most of the organization,
Jira iswidely used in the projectmanagement for collecting and generating the project
reports but it takes a lot of work when performed manually. RPA provide the solution
on different stages of the project lifecycle, to simplifying repetitive tasks [10].

3.1 Project Initiation

Project Initiation is the first stage of the project management lifecycle. This stage
is very important to start the project in a right way, as it involves starting up a
new project where an abstract idea turns into a meaningful goal. In this stage, the
business complications or opportunity is point out and based on that a solution is
spell out for which the businesses cases are developed to define the project on a
broad level based on the requirement gathering, which is very important not only for
software project but for all types of projects [14]. It is also known as Requirement’s
elicitation or Capture; it is described as the process of gathering needs from multiple
stakeholders (functional, system, technical, etc.). (Customers, users, vendors, IT
staff, and etc.). RQ12PAmight become more extensively used at this time since Bots
can continuously gather and combine data, freeing up team members to focus on
analysis [13].

3.2 Project Planning

Project planning is an organized step by step manner and requires complete dili-
gence to draw the project’s roadmap [15]. In project planning, we can use RPA
widely. Because, RPA depends on the historical data and can be a powerful tool in
creating predictive models based on the historical performance of similar data and
by seeing the processes visually the project manager would be able to take the appro-
priate decision because using the RPA methodologies in the project management,
the project manager will have the most accurate recent update. Using the RPA, the
project manager can do the easily monitored and managed the risk related to the
project. When few repetitive activities in the project management are automated, it
can be easily tracked which helps to reduce risk even further [16, 17]. This technique
also saves time and prevents bottlenecking, giving employees more time to focus on
project-specific decisions that improve delivery.
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3.3 Project Execution

In this stage of the project management, the team does the actual work. It is crit-
ical for a project manager to develop effective processes and constantly monitor the
team’s progress throughout this phase especially during the COVID19 pandemic,
in the current situation, most IT businesses are working from home during the
COVID19 epidemic [15, 18] and they are confident in continuing with this paradigm
of work from home (WFH). So for a project manager it’s very challenging to main-
taining a proper channel of communications and data reporting and to make sure it
shouldn’t slow down. Using the RPA technology, it automated the forms and allows
the team members to quickly and accurately submit information. For a successful
project execution, real-time reporting is very important. This is important not only
for tracking the progress of the team but for the further decision making as well.
Using the RPA, the project manager can have the real-time reporting and automat-
ically created reports, assuring project managers that team members are accessing
the most recent version of the necessary information [7, 17].

3.4 Project Monitoring and Controlling

Project monitoring and controlling runs simultaneously with the project execution to
ensure that the objectives and project deliverables aremet [15]. For propermonitoring
and controlling, testing is very important. Using the RPA software, the team or the
project manager can test the functionality of user interface elements, data input,
process flows, API calls, integration, and system response of the product which is
being developed. Using the RPA technique, the project can take immediate action on
any fluctuations in the project progress [17]. For a project manager propermonitoring
and controlling of both the project and the team members is very important and RPA
makes this task very easy because any changes in the project will be notified to the
project manager, which results in eliminating any barrier in the project success [7].

3.5 Project Closure

Project closure is the last phase in the project management lifecycle. In this phase,
the development company passing the documentation to the customer, transfer all the
deliverables, review all contracts and documentation, rerelease resource and support
the client post launching or closure [15]. Nowadays, software is upgraded into RPA
integrated with intelligent system that includes features such as, image recognition,
text analytics, optical character recognition, sentiment analysis, and natural language
processing. Using the RPA, the companies have started to build the smarter and
responsive chat-bots [7]. This plays as very important during the maintenance phase
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of the software development lifecycle [17].RPAmaybe used byprojectmanagers and
upper management to analyze operational metrics, which give an in-depth picture of
the project’s performance in terms of productivity, budget, and efficiency, and these
important metrics from prior projects can be utilized to enhance and optimize future
initiatives.

4 Other RPA Use Cases in Project Management

4.1 Stakeholder Communication

Existing process visuals should be shown clearly and transparently so that all stake-
holders can understand how any modifications, if any, would impact them. Capture
new project processes, keep all stakeholders informed, deliver notifications to their
dashboards, and alert them to any necessary steps.

4.2 Process Risk Management

Manage and monitor risks in the process management platform, and create an
environment where potential threats may be tracked.

4.3 Data Driven Progress Management

Assist project managers in submitting data-driven project progress estimates using
process maps. Streamline operations, increase efficiency, and boost staff morale.

4.4 Process Updates and Documentation

Within a process management platform, you may update processes and save rele-
vant documentation. Ensure that everyone in the company is up to date during the
changeover.
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4.5 Process Improvement Initiations

As teams evaluate current practices and seek methods to improve them, assist project
managers in staying on top of the change requests they make.

5 Process to Estimate Cost Benefits

Wibbenmeyer defined the method of calculating the cost–benefit calculation of what
RPA implementation could mean to the organization in her book, “The Simple
Implementation Guide to Robotics Process Automation (RPA)”. It is an extremely
manual process that multiple people perform in the organization. There are some
basic questions that we should ask:

• How does the process change frequently?
• Is this a rules-based process?
• Number of the Human Resource work on it?
• How many hours will they work on it a year?
• Is the process a time-intensive non-value-added activity? Do the people

performing the work get bored easily?

How people are prone to mistakes due to let’s take an example: If the task takes
10 people 8 h a day at a rate of $50.00:

10× 8× $50.00 = $4000.00perday

Since, people work 2080 h per year (2080/8 h per day), this means approxi-
mately 260 workdays per year. At an hourly rate of $4000 and 260 work days at 0.5
(the process takes everyone half a day = 130 days), there is estimated savings of
$1,040,000 for automating this process.

Another example is to take a task that takes three people two hours a day at a rate
of $50 per person:

3× 2× $50.00 = $300perhour

2 h a day is: 25 of a day= 0.25× 260 days= 65 full days of work× $300.00 an
hour= $19,500.00 Even a few small firms will easily get the cost benefit to $100,000
in savings.
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6 Challenges and Solution in Adopting Robotics Process
Automation

RPA helps businesses to automate their repeated operation tasks and saves the time
and the cost that it would have taken previously. RPA is also non-intrusive, it can
be implemented using current infrastructure without disrupting underlying systems,
which would be difficult and expensive to replace. Expense savings and compliance
are no longer an operational cost when RPA is used; instead, they are a consequence
of the autonomic process [4].

Robotic Process Automation RPA has changed many industries in the last couple
of years. It is a remarkable, rapid change that has changed many industries; also, it is
driving a colossal increase in productivity among the organization [4, 19]. Nowadays,
it is providing automation solutions. It is helping individual companies to enhance
their operation style and helping them to automate the tasks that need more focus
and skills. RPA enables the bots help in executing the repetitive and predictable tasks
having a high volume of data. It focuses on capturing data, interpreting responses,
and then effectively communicating with multiple devices strategically. Unfortu-
nately, there are same challenges while implementing RPA in an organization. Some
challenges [20, 21] and their solutions are mentioned in the Table 1.

7 Discussions and Conclusion

The term “digital transformation” describes a long-term strategic strategy aimed at
streamlining processes and increasing employee productivity. The effectiveness of
digital transformation methods in the workplace is determined by management’s
capacity to manage projects and teach employees to adapt to new work patterns. The
key to success and decreasing the risk of project execution failure is always good plan-
ning. This organization’s RPA implementation process is also effective, according
to the findings of this study, because it has done prior planning by standardizing and
managing their resources to guarantee a smooth new project implementation process.

Changes in employment and the fear of losing one’s job have a detrimental impact
on and can even derail automation efforts. As a result, the company’s management
team has remarked that in order for RPA deployment to operate smoothly and effi-
ciently, theymust have excellent communication and changemanagement skills with
employees at all phases. Respondents also claimed that excellent two-way commu-
nication from top management to them helps them accept work changes in this
company. To ensure that theRPA in projectmanagementworks easily and effectively,
every stage must be communicated to the entire team. If team members understand
each aspect of the implementation process, including the risks that may be involved,
the firm’s margin of error may be reduced, if not eliminated.
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Table 1 Challenges and their solution in RPA

Factor Challenges Best Practices

Process selection • Difficult to automate high
level process

• Lack of process
standardization

• Start out with a limited path
rather than trying to automate
a process end to end

• Integrate with a process
orchestrator

• Optimize processes first

Availability of relevant and
sufficient talent

• Shortage of skills
• Lack of practical knowledge
to implement AI

• Leverage vendors to boost
training

• Speed training by bringing in
external expertise

Organizational readiness • Managing organizational
change stakeholder buy-in

• Concerns from IT

• Treat implementation as
change programs and use
appropriate change
methodologies

Lack of sufficient data to
train AI

• Sufficient data to train AI to
attain required accuracy level

• Extracting this data and
making it relevant for training
purposes

• Tap into existing but
anonymized, data

Transparency in AI decision
making

• Ethics and transparency of AI
• Tracing the path taken by AI
software

• Allay concerns with
supervised learning

Implementation • Scaling up smart RPA
• Developers and business
people lacking smart RPA
skills

• Be realistic about timescales
and collaborate widely

RPA is a powerful digital transformation technology that, when used in conjunc-
tion with the correct goals and KPIs, may significantly improve a company’s perfor-
mance. As a result, significant support andmotivated training are essential for robotic
technology to be used effectively.
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A New Hybrid Boost Converter with
Cuckoo Search MPPT for High Gain
Enhancement of PEMFC

CH. Siva Kumar and G. Mallesham

Abstract To reduce the carbon emissions from the conventional energy sources,
depending on the imported fuels and to reduce the gap between the generation and
demand, the on-site power generation systems called the renewable energy systems
have a hedge against financial risks, improve the reliability of the system with a
quality of power. The new diversified technologies of fuel cell systems are being
used as distributed power generating systems, input to the electrical vehicles and to
charge the electrical vehicular system due to its environmental friendliness, higher
efficiency and a wide range of production of electrical power. But these fuel cells
have the limitation of voltage and current to integrate with the grid. Under these
conditions, the power electronics-based converters are playing amajor role to control
and extract the maximum utilization of the renewable energy systems. In this work,
built a proton exchange membrane fuel cell with a cuckoo search method to extract
maximumpower from the fuel cell system. Further, thework is concentrated tomodel
a new hybrid boost converter with high gain with the help of MATLAB/Simulation.
The results shown the effectiveness of the cuckoo search MPPT and the hybrid high
gain boost converter.

Keywords Renewable energy systems · Fuel cells · Converters · Proton exchange
membrane · Hybrid boost converters

1 Introduction

A modern electrical power system shown in Fig. 1 is the combination of conven-
tional energy sources, non-conventional energy sources, residential loads, commer-
cial loads, sensitive loads, energy storage systems, industrial loads, electrical trans-
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Fig. 1 A modern electrical power system

portation systems road and rail and the electric charging stations, etc. To meet the
demand, to reduce the gap between the generation and demand, effective utilization
of the available non-conventional energy source for a clean environment the con-
tribution of renewable energy sources is increasing day by day [1]. Along with the
wind and solar PV, there are certain other non-conventional methods like fuel cells,
biomass energy, geothermal energy, tidal energy, etc. [2–5] which lead their contri-
bution in power sector. The new policies and the reforms introduced in the electrical
power sector, encouraging the percentage of contribution of private players into the
market. It strengthens the economic efficiency, to be more energy security and to
improve the economic growth of the country. India has made an effective improve-
ment in introducing the new and renewable energy systems in to the power sectorwith
lower carbon emission well below the global average value 4.4 tonnes an increase
in its per capita consumption [6]. The installed generating capacity of renewable
energy is on 31st May 2021 of 383.37 GW out of which 95.7 GW of non-227 GW
by 2022 India Energy Outlook and Ahluwalia [7, 8]. The salient features of fuel
cells due to increase in advancements and the salient features like efficiency, silent
in operation increasing the importance in generation of electrical energy [9]. The
fuel cells are classified based on the state of the electrolyte used, temperature, and
the power capacity, etc. The most common type of high-density fuel cells is proton
exchange membrane fuel cell. Table1 presents the details of different types of fuel
cells and their comparisons.

The output voltage levels of fuel cell range from a smaller value to a higher
value. To connect these lower level voltage systems to grid is possible with the
help of switched mode power electronics-based converter. Each technique of con-
trol circuit has its own advantages and disadvantages. To achieve the highest with
pulsating currents and poor regulation, switched capacitor-based DC–DC converter
places a major role. Researchers proposed different methods/techniques to switch
the converters for different applications like switched capacitor structure [10–12].
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Table 1 Fuel cell comparisons

Fuel cell Fuel Electrolyte Temperature
◦C

Electrical
efficiency

Applications/
Uses

PEMFC H2 Polymer 40–90 40–60 Vehicle, small
generators

SOFC CH4, H2, CO Solid oxide 600–1000 50–60 Power plants,
co-generation

MCFC CH4, H2, CO Molten
carbonate

600–700 40–50 Power plants,
combined heat
power

PAFC H2 Phosphoric
acid

150–220 36–42 Power plants,
combined heat
power

DMFC Methanol Polymer 60–130 ∼ 40 Vehicle and
small
appliances

AFC H2 Potassium
hydroxide

40–250 60–70 Space shuttles
(outer space)

A dual-switch coupled inductor-based high step-up DC-DC converter is one of the
best solutions to get high gains [13]. In [14], Allehyani and Ahmed analysed a
transformer-less single switch high gain DC–DC converter for renewable energy
systems. Ahmad Alzahrani et al. have proposed a non-isolated interleaved DC-DC
boost converters with voltage multiplier cells [15], Pasha and Mallika proposed a
new hybrid boosting converter (HBC) with a bipolar voltage multiplier (BVM) [16].

To extract the maximum power and improve the efficiency of the system, the max-
imum power point technique playing amajor role. Authors across the globe proposed
different methods [17, 18]. In this work, modelled a cuckoo search-based maximum
power point algorithm using MATLAB. The complete paper is organized as: mod-
elling of proton exchange fuel cell is presented in Sect. 2, hybrid boosting converter
is presented in Sect. 3. Simulation models and cuckoo search MPPT algorithm are
presented in Sect. 4. Final conclusion is presented in Sect. 5.

2 Modelling of Proton Exchange Membrane Fuel Cell

Simulation software proving a platform to the engineers to predict the performance
of a new model, design and test the build model under different operating conditions
either in the form of simulation or a mathematical model represented in the form of
the block diagrams, visualizing the outputs and analysing the results with less cost.
Fuel cells are actively being researched for use as stationary distributed power units,
vehicular power sources due to its portability, quiet in its operation, lower carbon
emissions, fast response to load variation, and can be practically implemented for
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Fig. 2 Fundamental
components of PEMFC

different power capacities. Fuel cell technology: Greener, clean and future technol-
ogy is an alternative to fossil fuels. Especially, the electrical vehicular systems are
expected to change the carbon emission during vehicular operation [19, 20]. The
fundamental components of PEMFC are shown in Fig. 2. The chemical reactions
that are taking place at the anode and the cathode of a PEMFC are shown below. At
anode:

H2 → H+ + 2e− (1)

At cathode:
1/2O2 + 2H+2e− → H2O (2)

Fig. 3 shown theV-I characteristics of PEMFC.As it is indicated that the voltage is
decreasing linearly as the electrical load on the system increases: Due to polarization
effect of the fuel cell. In the similar lines, increase in temperature reduces the acti-
vation losses of PEMFC. These conditions demand to maintain the temperature and
pressure levels of the PEMFC remains constant. The specifications of the modelled
PEMFC are shown in Table2.

3 Hybrid Boosting Converter

The output voltages of renewable energy systemwith lower voltages need to improve
to connect them to the utility system and the gird. Basically, wemostly depend on the
boost converters and these are able to step up, step-down, or invert a voltage. The basic
switching pattern of the converters has limited voltage conversion ratio. The salient
features of the hybrid boosting converter (HBC) [16]: boost structure, regulation and
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Fig. 3 PEMFC characteristics

Table 2 Details of PEM FUEL CELL

PEMFC rated power 6 kW

Stack power nominal 5998.5 W

Stack power maximal 8325W

Fuel cell resistance 0.07833�

Nerst voltage of one cell 1.1288V

Nominal utilization—hydrogen 99.56%

Nominal utilization—oxidant 59.3%

Nominal consumption: fuel 60.38 slpm

Nominal consumption: air 143.7 slpm

Exchange current 0.29197

Exchange coefficient 0.8 s0.60645

System temperature 338K

Fuel supply pressure 2.81 × 104 kmol/(s atm) 1.5 bar

Air supply pressure 1 bar

gain enhancement due to its arrange of elements with internal bi-polarness to obtain
the voltage multiples. The second-order HBC is shown in Fig. 4.

The details of the HBC circuit are shown in Fig. 4. The two versions of HBC: (a)
oddorder HBC (b) evenorder HBC as shown in Figs. 5 and 6. Though, both the even
and odd order HBCs possesses the similarity in the characteristics and the analysis
of the circuit topology and the method used. The higher component utilization is
achieved with the even-order topology with the help of input source as part of the
output voltage of the circuit. In this work, even-order topology has been considered
for the work.
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Fig. 4 Second order HBC

Fig. 5 Odd order HBC
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Fig. 6 Even order HBC

3.1 Inductive Switching Core

Inductor has used a major storage device that is used in all the switching pat-
terns/operations of the boost converters with the condition: releasing the energy
to load. The energy stored is in the form of magnetic energy. In an HBC topology,
the inductor along with the switch is playing an important configuration as shown
in Fig. 7. The complimentary electrical outputs of the configuration points: AO and
OB of the circuit.

4 Simulation Models

4.1 Two Level Hybrid Boost Converter: Theoretical Model

The two level HBC is modelled, which is shown in Fig. 8. The value of each capac-
itor used is 200e−6F. The inductor used in inductive switching core is of value
1000e−6H. The switching frequency is 40KHz. The input DC voltage is 200V. The
simulation is carried out for 5 s. The obtained voltage is 2572V. The boosted output
voltage is shown in the graph of the Fig. 9.
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Fig. 7 Inductive switch

Fig. 8 MATLAB HBC theoretical model

4.2 Equivalent Model of Two Level HBC

The equivalent HBC is modelled which is shown in Fig. 10; value of each capacitor
C1a and C1b is (1000e−6)/3F, C2a and C2b are (1000e−6)/4F. The inductor used in
inductive switching core is of value 1000e−6H. The switching frequency is 40KHz.
The input DC voltage is 200V. The simulation is carried out for 5 s. The obtained
voltage is 1885V. The output voltage graph obtained from this model is shown in
Fig. 11.
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Fig. 9 Input and output voltages of actual HBC model

Fig. 10 MATLAB: equivalent model

Fig. 11 Equivalent model: input and output voltage
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4.3 Cuckoo Search Algorithm to Obtain MPPT

The importance of the maximum power point tracking mechanism and the different
conventional method’s and soft computing techniques like: variable step size per-
turb and observe, incremental conductance and modified incremental conductance,
factional open circuit methods, fixed step size methods of radial-based functions,
artificial intelligence methods, are proposed and implemented by researchers across
the globe [21]. In this work, a cuckoo search algorithm is built to obtain themaximum
power point tracking of the solar system. The flow chart to implement the MPPT is
shown in Fig. 12.

4.4 Simulation of PEMFC HBC Without and with MPPT

PEMFC is connected to normal boost converter which is modelled. The value of
each capacitor used is 1000e−6F. The inductor used in inductive switching core
is of value 1000e−6H. The switching frequency is 40KHz. Figure13 shows the
build MATLAB model of PEMFC with the HBC and cuckoo search MPPT. Fig. 14
shows PEMFC characteristics and DC bus voltage, current. Initially, it carried the
simulation without using MPPT. The output DC voltage of the PEMFC is 61.34V;
it is given as an input to boost converter. The simulation is carried out for 2 s. The
obtained voltage is 113.2V. The simulation results of input and output voltages are
shown in Fig. 15. Fig. 16 shows the PEMFC with cuckoo search MPPT and HBC
with the output voltage of 439.0V. As it is clearly shown that it increases the output
of the HBC converter with cuckoo search-based MPPT.

5 Conclusion

This paper started with the discussion of the importance of the renewable energy
systems and the most promising source is building especially for electrical charging
stations, fuel cells. Further, it discussed the importance of the boosting converters
used in the modern power systems. The simulation work is carried to build proton
exchange fuel cell system and the new hybrid boost converter to get the high gain.
The simulation studies of actual model, equivalent models are presented. Further,
the work is focused to model an HBC with cuckoo search MPPT to extract the
maximum power from PEMFC. The simulation results shown the improvement of
output voltage of the HBC nearby ten times to its input voltage.
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Fig. 12 Flowchart: cuckoo
algorithm-based MPPT
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Fig. 13 PEMFC with HBC and cuckoo search MPPT

Fig. 14 PEMFC characteristics: DC bus voltage and current

Fig. 15 HBC: PEMFC without MPPT: input and output voltages
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Fig. 16 HBC: PEMFC with cuckoo search MPPT: input and output voltages
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Survey on Smart Personalized
Healthcare System in Fog-Assisted
Cloud Environments

T. Veni

Abstract The proliferation of the Internet of things has enabled the penetration of
many smart devices in order to enhance the life quality of people. As a growing
healthcare trend, many enterprises have released their smart wearable personalized
healthcare devices to monitor the health status of individuals anywhere at any time.
These health devices exploit various IoT sensors to collect the user’s health param-
eters which has to be analyzed quickly to meet stringent requirements of latency
sensitive healthcare applications. The IoT devices are not sufficient for performing
such large-scale and compute-intensive analytics due to its resource constraints. Cur-
rent cloud-based solutions play a significant role in execution of IoT applications,
but it has limitations in terms of geographical centralized architecture, multi-hop
distance from the data source which adversely affects the latency sensitivity of the
IoT services. To combat this issue, the fog computing has emerged as a promis-
ing paradigm that provides cloud-like elastic services to the close proximity of end
devices. This paper provides detail survey on the concerns and challenges associ-
ated with the development of smart personalized fog-assisted healthcare system and
highlights the promising future research directions.

Keywords Internet of things · Healthcare system · Fog computing · Cloud
computing

1 Introduction

The proliferation of the Internet of things (IoT) has led to the penetration of many
smart devices into people’s daily life to enhance their life quality.As a growinghealth-
care trend, many enterprises such as Apple, Google, Microsoft, Nike, and Samsung
have released their smart wearable personalized healthcare devices to monitor the
health status of individuals anywhere at any time [1]. These health devices exploit
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various IoT sensors to collect the user’s health parameters (blood pressure, body tem-
perature, etc.). Typically, the IoT sensors generate massive volume of data which has
to be analyzed quickly to meet stringent requirements of latency sensitive health-
care applications. The IoT devices are not having sufficient capability to process
such compute-intensive analytics. Currently, cloud computing paradigm is widely
used to cater the need of IoT applications. Nevertheless, cloud entails limitations in
terms of geographical centralized architecture, lack of mobility support, multi-hop
distance from the data source which adversely increases the latency of time-critical
applications [2]. To combat this issue, an extension of the cloud computing named
fog computing emerged as a promising paradigm which provides cloud-like services
at the edge of the network and thereby reduces the frequent intervention of cloud
servers at each time. Thus, IoT environments can use fog-assisted cloud environments
in order to execute time-critical healthcare applications [3, 4].

Health care is one of the important application areas that necessitates precise and
quick results as life-critical decisions are made using the data received from IoT
devices. While there exists a wide plethora of fog-based healthcare management
approaches, most of them developed for providing healthcare services for indoor
users [5–7]. Typically, in case of outdoor region, user may suffer from sudden health
problem such as heart attack while traveling in a vehicle. Moreover, there may be a
connection interruption during such travel ling which adversely affects the service
delivery. In such circumstances, the mobility data should be analyzed together with
other health parameters to provide prompt healthcare service. There are few existing
approaches focused on providing mobility-aware healthcare services for outdoor
users [8–19]. However, these approaches did not consider the real-time information
about post-disaster affected regions or any events which is necessary to quickly
predict the shortest ambulance’s route path to nearby health centers with minimal
congestion in case of emergency situations. Besides, the fog servers are vulnerable to
various kinds of attacks. Offloading computation task to a malicious fog node affects
the integrity of user’s health data. Although there are various secure mechanisms in
fog environments, most of them depend on an authentic central entity which having
a problem of single point of failure.

The smart personalized healthcare system can be developed in order to provide
intelligent healthcare recommendations to users anywhere at anytime. This can be
achieved by employing efficient machine learning algorithm to analyze the het-
erogeneous data sources such as healthcare, contextual information, and real-time
information. Hence, this survey details the various mechanisms and issues related to
the development of personalized healthcare systems. The major contributions of this
survey are summarized as follows:

• The topology of IoT-fog-cloud smart healthcare prospective model is presented.
• The novel taxonomy based on existing approaches and algorithms to provision
smart and efficient fog-assisted healthcare services is presented.

• The open research challenges and future research directions are highlighted.

To the best of our knowledge, this comprehensive survey will be beneficial for
researchers and act as a base stone for smart healthcare fog computing environments.
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Fig. 1 IoT-cloud-fog smart healthcare prospective model [20]

2 IoT-Cloud-Fog Smart Healthcare Prospective Model

Health care is one of the important application areas that necessitates precise and
quick results as life-critical decisions are made by means of the data received from
IoT devices. The main objective of the prospective smart health model is to provide
efficient healthcare services in a timely manner. The healthcare prospective model
is depicted in Fig. 1 [20].

The details of each layer are described as follows:

• IoTLayer: In this bottom layer, the diverse IoT sensors such as temperature, blood
pressure, proximity sensors etc., are used for sensing the application specific data
and transferring the raw sensed data to the attached edge device.

• Edge Layer: In this layer, the user mobile devices act as an edge device, which
are responsible for processing the sensed data of IoT devices. The edge devices
are resource constraint devices, which offload the task to the fog devices when
processing is beyond its computational capability. Each mobile device in this layer
has blockchain account in order to join into the network and perform offloading
task to the fog layer.

• Fog Layer: This fog layer constitutes of geo-distributed fog devices, like routers,
gateways and micro-data centers etc., which are intelligent enough to process the
task received form the edge devices. Typically, the fog devices are capable of small
scale processing. If processing is beyond its computational capability, it forwards
the task to the cloud layer.

• CloudLayer: This layer comprises ofmultiple high-end serverswhich are capable
of processing and storing a massive volume of data.
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Fig. 2 Workflow of smart healthcare model

The working model of smart healthcare architecture is depicted in Fig. 2. It com-
prises of the following steps:

1. The IoT sensor nodes sense the various health parameters such as body tempera-
ture, blood pressure, etc., and forward it to the attached user’s mobile device.

2. Mobile device initializes an offloading request as a blockchain which is verified
and validated by miners. Then, mobile device offloads the sensor data to the DM
(authorized fog device under the service coverage area) along with the context
information and user’s geolocation information.

3. Decisionmaker in the fog layerwill perform optimization in order to decidewhich
fog device to execute the offloading request. The chosen fog devices process the
information with respect to the model which pre-defined by medical experts and
send the resultant health status to the user’s mobile device. Moreover, the fog
device sends the results to the cloud in addition with the context, geolocation, and
real-time information.

4. Cloud can recommend the path to the nearby healthcare center with minimum
congestion to the mobile device. In addition, the healthcare centers can access the
data from cloud servers for the treatment of patients.

3 Review of Smart Personalized Healthcare Approaches

Smart healthcare management is an extensively researched topic in fog computing
environments. The existing literature in fog healthcare management approaches has
been broadly classified into fog offloading mechanism for healthcare services and
machine learning-based health data analysis method.
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3.1 Fog Computing Offloading Mechanism

Abdelmoneem et al. [10] proposed mobility-aware scheduling approach, named
MobMBAR that balances the healthcare task distribution dynamically in accordance
with the mobility information of patients for minimizing the total execution time.
Wang et al. [11] proposed mobility-aware computation offloading method based on
the user mobility in terms of mobile device contact patterns. The optimal opportunis-
tic offloading problem was formulated by exploiting the statistic property of contact
rates. Guo et al. [12] proposed a game-theoretic greedy approximation offloading
scheme to minimize the task computational overhead while satisfying QoS con-
straints in the fog computing environments. Wang et al. [13] proposed a mobility-
aware task offloading and migration scheme in fog environments. A gini coefficient-
based fog computing nodes (GCFSA) are proposed to optimize the offloading deci-
sions and the resource allocation problemwas solved using genetic algorithm. Javan-
mardi et al. [14] proposed a FPFTS framework, a task scheduler which exploits the
advantage of fuzzy theory and particle swarm optimization with consideration of
user’s mobility, task latency.

Besides, the fog servers are vulnerable to various kinds of attacks. Offloading
computation task to a malicious fog node affects the integrity of users’ health data.
Although there are various integrity preserving techniques in fog environments, most
of them depend on an authentic central entity which is having single point of failure
[21, 22].

Luong et al. [23] proposed a decentralized secure fog offloading strategy for
mobile blockchain networks. Xiong et al. [24] proposed a blockchain-based fog
resource management approach using two-stage Stackelberg game theory approach.
Xu et al. [4] proposed a blockchain-based decentralized secure computation offload-
ing strategy in mobile-edge computing environments. The genetic algorithm, multi-
criteria decision making (MCDM) was used to choose the most optimal offloading
strategy. Nevertheless, most of the afore-mentioned techniques did not consider the
user mobility features for the offloading decisions.

Tuli et al. [15] proposed a‘HealthFog’ framework for automatic diagnosis of heart
diseases using ensemble deep learning method. Ghosh et al. [16] proposed a Mobi-
IoST framework which predicts the user mobility in real time in order to deliver the
healthcare service to the user withminimal latency and power consumption.Mukher-
jee et al. [17] proposed a FogIoHT framework, for indoor and outdoor users in order
to select the best fog device for health data processing using a weighted game the-
ory approach. Mukherjee et al. [18] proposed a healthcare framework (IoHT) which
predicts the mobility pattern of the user for assisting the user to the nearby health
center. Sood et al. [19] proposed IoT-fog-cloud framework to prevent dengue fever
infection by employing the support vector machine (SVM) and temporal network
analysis mechanisms.
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3.2 Machine Learning-Based Health Data Analysis Method

Gia et al. [5] proposed a low cost health monitoring (LCHM) IoT-based fog-assisted
system to process the health data of various heart patients efficiently. Moreover, the
sensor nodes can be used to acquire the data such as ECG, respiration, environment
temperature, humidity, and transmit to a smart gateway in order to make automatic
analysis and notification. Keke et al. [6] proposed a healthcare system which uses an
intelligent agent (IA) to provide an optimal treatment solution with minimal cost.

Muhammed et al. [7] proposed a ubiquitous healthcare (UbiHealth) framework
to provide personalized healthcare services at reduced risks and cost. The cloudlet
and network layer were used to process the health data. UbiHealth achieved an
enhanced network quality of service (QoS) using deep learning-based prediction and
classification approach. Nonetheless, the user’s context information such as location
and corresponding atmospheric condition is having great influence on health status
prediction. For instance, the result of the health status will differ from the user who
has done swimming for half an hour to the same user who is in relax mode. It can
be observed that all the afore-mentioned proposed techniques did not consider the
user’s context information which results in low accuracy in health status prediction.

Solanas et al. [8] proposed context-aware healthcare system for the people living
in smart- cities. Hassan et al. [9] proposed a HAAL-NBFA framework in order
to perform remote monitoring of the elderly patients and predict the health status
accurately in real time by means of context-awareness techniques. While there exists
a wide plethora of fog-based healthcare management approaches, most of them
developed for providing healthcare services for indoor users. Typically, in case of
outdoor region, user may suffer from sudden health problem such as heart attack
while traveling in a vehicle. Moreover, there may be a connection interruption during
such traveling which obviously affects the service delivery. In such circumstances,
the mobility data should be incorporated and analyzed together with other health
parameters to assist the user to the nearby healthcare center according to user’s
health status and their current location.

3.3 Analysis

Health care is one of the important application areas which needs precise and quick
results. In order to achieve accurate and quicker results, in state-of-the-art healthcare
approaches, either optimal offloading strategy was proposed in order to offload the
computational task to the best fog node or intelligent machine learning algorithm
was employed on fog nodes for the accurate analysis of healthcare data. However,
both fog offloading mechanism and intelligent health processing mechanisms should
be jointly considered to achieve the QoS constraints with minimal energy consump-
tion. Besides, the fog servers are vulnerable to various kinds of attacks. Offloading
computation task to a malicious fog node affects the integrity and privacy of users’
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health data. While there exists a wide plethora of decentralized secure mechanisms
in fog environments, with the best of my knowledge, no other research work in the
existing literature did not consider the user mobility features for the secure offloading
decisions. The mobility feature is an important part of the fog computing environ-
ments. Moreover, the existing approaches did not consider the real-time information
about affected regions or any events for optimal ambulance’s route path prediction.
The real-time information about affected regions or any events (accidents) is nec-
essary to quickly predict the optimal ambulance’s or vehicles route path to nearby
health centers by avoiding the affected regions. The summary of existing literature
is described in Table1.

4 Conclusion

Efficient personalized healthcare service management with the consideration of QoS
constraints and security is an important but challenging issue in fog environments. In
this survey, the two important categories such as fog service offloading and machine
learning-based healthcare analysis methods are discussed. A perspective model for
provisioning secure, reliable, and quick response to IoT applications is presented.
The state-of-the-art research works is presented; important issues and challenges are
identified. Although there are enormous amount of research work in this domain,
the few opportunities which can be explored in future are highlighted. With the best
of our knowledge, this survey will be beneficial for researchers and act as a base
stone for smart personalized healthcare service management in fog-assisted cloud
computing environments.
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News Bias Detection Using Transformers

Varun Magotra, Ebrahim Hirani, Vedant Mehta, and Surekha Dholay

Abstract The main motive of news is to inform people without any highlighting
personal opinions. A lot of news that spreads on social media is first introduced
by news articles from unreliable sources. A lot of the news that is spread by these
sources is only to generate clicks from the masses and has no intention to educate
the common people. A news bias detection system aims to find a robust solution to
bifurcate between biased news and genuine news. The goal is tomake a single reliable
platform that accumulates news from multiple sources and gives them a bias rating.
We use the classification tokens generated by the BERT architecture to classify the
bias of news articles. We then deploy this model through an API and call it through
a web-app. The user interface will make browsing news convenient.

Keywords BERT · Bias rating · NLP · Flask · Transformers

1 Introduction

Social media has hugely changed the way people interact today. It has revolutionised
the communication process where anyone can be the source of information. Stories,
feeds, posts can spreadwith unprecedented speed, giving individuals access to almost
real-time information. However, this is misused by some individuals or groups to
spread fake news or any other misinformation for achieving political and economical
benefits. Biased news can persuade and direct consumers to believe false ideas that
are shared for specific agendas. The viral spread of such biased news is a cause of
great concern for all members of society including the government, organisations,
businesses and also common man. Bias news detector aims to provide users a single
app where they will get all the latest news along with their bias rating. Bias rating is
a metric to weigh the neutrality of an article. This will not only help people make a
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rational and informed decision but also prevent spreading of rumors. Also because of
itsmodular architecture it can accept any news from user and can assign its bias rating
which will help users to validate various text messages coming from various sources
like WhatsApp forwards. Our approach is to use recent attention-based techniques
to tackle this age-old problem of news bias. Our solution provides an application
that fetches news from different sources and assigns them a bias rating. In this study,
we propose a method which uses state of the art deep learning model to supplant
expensive equipment and expert personnelwhich are being used to detect the biasness
of the news articles. The rest of the paper is structured as follows: In Sect. 2, we briefly
discuss related work in bias detection and making bias aware news recommendation
system. In Sect. 3, we discuss about the dataset which has been used in this study to
train the model. Section4 outlines of our method, along with some implementation
specific details. In, Sect. 5, research gaps and limitation of the current research in
this domain has been discussed, Sect. 6 Result and Sect. 7 Conclusion.

2 Related Work

There have been various attempts to detect bias in news articles as well as different
forms of media. The initial methods relied on identifying key words, and using their
occurrences to detect bias.Deep learning and languagemodels revolutionisedNatural
Language Processing, and the more recent attempts to solve this problem have made
extensive use of these techniques.

In 2020, Aggarwal et al. in their study [1] investigated the tweets by various media
outlets and assessed the polarity in the tweets of these media outlets. Aggarwal et
al., used the VADER method to give the polarity score to the tweets depending upon
the content of these tweets.

In 2018, Patankar et al. in their study [2] have used a different approach for
detecting the bias. Patankar et al. use real-time bias classification to inform the users
of bias in the text. Furthermore, they find articles relevant to the topic from different
sources and these articles, and their bias scores are suggested to the user involved in
that topic.

Vu in his paper attempted to identify the political bias in the news from various
news publications [3]. In his study, author tried a different technical approach to
this problem and used multilayer perceptrons to do the work. He used fast-text word
vectors for initialising the embedding matrix. These embeddings are then fed to the
MLP model for classification. The model is used in a browser tracking system as an
extension for a browser. This extension classifies the components of the articles as
conservative, liberal and unbiased on the basis of the content of the article.

Reddy et al. proposed an attention mechanism applied on the headline of news
articles that encoded the articles through bidirectional LSTMs and used attention
mechanism on the headline. Their proposed model outperformed all the baselines.
They trained the model on Telugu articles and assigned biases according to which
political party that article leaned towards [4].
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Chen et al. in their study addressed the shortcoming of the neural networks for
bias detection. In their study, the authors used the probability distribution method on
the context of the article based on the work frequency, position, etc. which further
used in the Gaussian mixture model. Using this approach, the authors are able to
outperform the existing systems for article-level bias [5].

3 Dataset Description

The dataset used in this study is the combination of two news dataset which is
“All the news dataset” and “Indian News Articles”. All the news dataset contain
143,000 articles from 15 American publications while the Indian News Articles
dataset contain 15,382 news article from various Indian news Publication Major part
of our data consists of articles from “All the news dataset” due to the sheer abundance
of them, while we have also used all the articles from “Indian news articles” which
are very less compared to “All the news dataset”, but we have included nonetheless
due to the fact that our model will be applied on Indian news articles. Once the data
is created from these two datasets, we annotated the appropriate labels to the News
Publications whether a particular News Publication is left biased, right biased or
neutral. The bias of the news publisher is determined using MediaBiasFactCheck
[6].

4 Methodology

In our study, we have taken a different approach than the existing ones. Our approach
for detecting the news bias from news articles is modularised and explained as.

4.1 An Application that Collects News from Different
Sources and Assigns Bias Ratings

Users don’t need to search for different articles online as the application acts as a
hub for news articles. News-Api [7] is used in our application to fetch recent news
and it is displayed by our application. These articles are then fed to model, and
their bias is decided. The articles are segregated in different genres (politics, sports,
financial, etc.) to make the searching for articles efficient and as per the liking of the
user. Generally trending articles are also displayed on the home-screen. The title of
articles has different colour schemes to indicate bias. Title with red font indicates that
the article is biased, while green indicates that it is neutral. We refrain from showing
the inclination of bias (i.e. right bias or left bias) as our main aim is to alert the users
of bias.
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4.2 New Technologies

Amodel is created that concatenates the text of the article heading and the article con-
tent. The model calculates the encodings using the BERT (bidirectional transformer)
architecture [8] as shown in Fig. 1. A dense layer then calculates the classification
between neutral, left bias and right bias. The text is pre-processed before feeding it
to the model. The use of transformers incorporates attention mechanism to calculate
bias in text. Attentionmaps recognise relationships between tokens and also consider
their positions, that allow the model to recognise the significance of permutations
in the arrangement of tokens. The CLS (classification) token that is outputted by
the model is used as input for the dense layer. This layer uses softmax activation
to determine the bias class of the article. Use of transformers allow faster training
through parallel computation within the same layer unlike RNN (Recurrent Neural
Network)-based networks that require output from the node for the previous token
for computation. Though the bias of the article is determined by the publisher in our
dataset, themodel isn’t given any information about the publisher and is trained solely
based on the content of the article. This makes the model predictions independent of
the article source.

4.3 An API that Takes in News Articles or Any Textual Data
and Returns Bias Ratings for That

An API is provided to the users where they can post the text of any news article
and a bias rating is returned. This allows the application to be applicable to different
platforms such as social media or whatever is appropriate to the user. It also allows
the user to check existing articles that aren’t visible in the application (The app only
displays articles fetched from News-Api) included in the application. The API is
created using Flask-RESTful framework that allows us to host the model and the
back-end processes of calling News-API and applying the model to articles as well
as the login and registration of users. This allows us to use react in the frontend and
make simple calls to the backend without having to do any processing on the end
devices. The flow of data from API to user end is shown in Fig. 2.

5 Research Gaps and Limitation

There are very few applications that provide the information about the biasing of a
particular news. And there aren’t any applications which aggregate news from differ-
ent news sources and assign bias ratings to different articles on a single platform. The
work that has been done in this regard mostly uses old state-of-the-art technologies
and architecture, and there is very limited research done on this topic as there are not
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Fig. 1 Bert architecture [8]

a lot of datasets. The problem with training a model for bias is that there is a chance
that the model itself picks up the biases of the individual that has assigned them in the
datasets. So in our paper, we have assigned the biases from a source that allows the
input of multiple people in order to classify a news source as biased. This prevents
individual biases to creep into our model. We also take advantage of state-of-the-art
technologies and are able to achieve better results.

6 Results

The BERT model which is used to provide the bias rating to the articles gave a
training accuracy of 99.10% and validation accuracy of 95.54% when trained for 5
epochs. A web app is developed that uses this model to assign bias ratings to the
news articles fetched by News-Api which can be seen in Fig. 3.

As we can see, the model is giving the bias rating according to the context of
the news provided by the News-Api. For our research purpose, we used the Un-Paid
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Fig. 2 Application flow

version of the API, so the requests to the API are limited to the 100 per day with no
uptime SLA. Furthermore, we purposely ran the inference on a CPU device(Intel(R)
Core(TM) i5-8250U CPU @ 1.60GHz 1.80GHz). Still, the average response time
was 4–5 (We were calculating biases for all the articles fetched from the News-API
in one request).

As we can see from Fig. 3, the red highlight shows that the news article is biased
and the author of the article presents their own views, whereas the article which is
highlighted as green is neutral and the author only presents facts. In addition to this,
our app also segregates news articles by their genre, allowing users to select news
articles according to their interests as shown in Fig. 4.
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Fig. 3 News bias assignment in application

Fig. 4 Different news genre

Furthermore, the application hosts anAPI that allows clients to request bias ratings
by posting news articles or any other text. So that the users can also check the bias
of the news text they found on some other networking sites.

7 Conclusion

Up until now, RNN has played a major role for all the tasks related Natural Language
Processing whether its text generation, text conversion, etc. But the introduction of
transformers has changed the whole overview of all these tasks. The use of trans-
formers in NLP domain has been a welcome change. These attention networks are
powerful and require less time to train. Our solution offers an API for clients to
use which expands the applicability of our application beyond news articles. Bias
recorded from different articles from separate genres and sources can be used to
perform data analysis and research, which can further help us determine trends in
news media regarding bias.
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A Novel Feature Reduction Methodology
Using Siamese and Deep Forest
Classification for Intrusion Detection

V. Gokula Krishnan, K. Sreerama Murthy, Ch. Viswanathasarma,
K. Venkata Rao, K. Sankar, and D. Gurupandi

Abstract In all aspects of human existence, internet’s enormous popularity has
created several threats of hostile attacks. The activities carried out through the
network might easily be multiplied and IDS developed. The evolution of an efficient
IDS is still amajor challenge because of the insidious characteristics of network intru-
sion behavior, particularly in the digital era when the amount of traffic and dimen-
sions of each feature in travel are significant. A number of articles have studied
various dimensional techniques; however, the attacks cannot be understood intu-
itively nor quickly, nevertheless require a wide range of selected features. Further-
more, a network intrusion detection (NID) method based on Siamese feature opti-
mization and deep forest classification is developed because of the weaknesses in
existing ML algorithms in NIDS such as poor exactness. The Siamese network
is employed in this study for reducing the high-dimensionality characteristics by
discovering the link between input data. Siamese networks function well because of
common weights, where few parameters are to be learned during training and good
results can be achieved with relatively little training data. The classification proce-
dure is conducted by deep forests, a decision tree approach based on an ensemble
that emphasizes the creation of deepmodels utilizing non-different modules. In order
to demonstrate its efficacy using a number of well-known existing methodologies,
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the efficiency of the proposed methodology is validated in regard to accuracy of
detection, performance reductions of dimensionality, and performance time.

Keywords Intrusion detection systems · Deep forest classification · KDDCup 99
dataset · Siamese network and high-dimensionality features

1 Introduction

Network safety has developed as a crucial field of research with the current interest
and advancement in the expansion of internet and communication technologies in
the previous decade. To protect the safety of the network and all of its corresponding
properties within a cyberspace [1], it uses tools like software and IDS. The NIDS,
which delivers the necessary security by continuously observing network traffic in
the event of hostile and suspected behavior, was part of these network-based intrusion
detection systems [2, 3].

Jim Anderson initially suggested the idea of IDS in 1980 [4]. In order to meet
network security needs, several IDS products have now been developed and evolved.
The huge technological development over the past decade, however, has led to a
considerable increase of network size and the number of network node applications.
This creates an enormous amount of critical data and shares them across various
network nodes.Due tomanynewassaults created by themutation of an existing attack
or a new attack, it became a difficult task for safety of these data and system nodes.
Nearly, all nodes in the network are exposed to threats to security. For example, for an
organization, the data node can be quite essential. Every compromise to the informa-
tion of the node could have a great effect on the reputation and financial performance
of the organization. Inefficiency in detecting different assaults, including zero-days
attacks and decreasing FAR, etc. has been demonstrated by existing IDSs [5]. This
will eventually mean that the network will be required to ensure a robust security via
an efficient and cost-efficient NIDS.

The researchers examined the option of using ML and profound learning (DL)
techniques in order to meet the requirements of an effective identification. Both
ML and DL are covered by the major components of artificial intelligence (AI)
and are intended to learn usable data [6]. Due to the introduction of incredibly
powerful graphics processors (GPUs) [7], this technology in network security has
been quite popular in the previous decade. ML and DL are effective techniques for
learning from network traffic-relevant attributes and forecasting normal and irregular
actions based on the learnt models. The ML-based IDS mostly relies on the function
engineering of network traffic information [8]. Whereas DL-based IDS relies not
on functional engineering and because of their deep structure [9], they are decent at
learning complicated features from the fresh data.

With the Siamese network and classification deep forest classifier, the major
purpose of the proposed scheme is to lessen the high dimensionality. The rest of
the paper is arranged as: Sect. 2 defines the investigation and its shortcoming of
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existingmethodologies. Section 3 delivers a description of themethodologyproposed
where validations of the proposed IDS are briefly detailed in Sect. 4, with existing
methodologies. Finally, Sect. 5 offers the close of the research study.

2 Related Works

Yan et al. [10] have presented an IDS employing SPAS (SSAE) and SVM layered.
As the function extraction approach and SVM as a classifier, the SSAE was utilized.
For performing experiments, a problem of binary and multi-class categorization is
considered. The findings showed the model superiority proposed when compared to
theNSL-KDDdataset for the various feature selection,ML, andDLprocesses.While
the model obtains good recognition rates for U2R and R2L assaults, the comparison
of the other classes of the dataset is still less.

The distributed BDN and multilayer SVMmodels for broad Apache Spark-based
network ID were proposed by Marir et al. [11]. DBN was utilized for extracting
feature and then transmitted to the SVM ensemble and then a vote mechanism was
employed to predict the result. NSL-KDD, KDDCup 99, and CICIDS2017 datasets
have been assessed for their efficiency. The proposed approach has demonstrated
significant efficiency in the distribution of detection of anomalous behavior.

The Wei et al. [12] DL-based DBN model has been suggested to be optimized
through the combination of particle swarm and genetic algorithms. The model
has been evaluated using the dataset NSL-KDD. The findings indicated significant
improvements in the U2R and R2L class detection rates. The principal drawback of
the model proposed is that the model’s complicated structure increases its training
time.

By merging CNN with long-range bidirectional short-term memory, Jiang et al.
[13] suggested an efficient IDS system in a deeper hierarchy. A SMOTE is used to
increase marginal samples, which helps the ideal learn the features properly. The
class imbalance issue is handled. The CNN has been utilized to extract spatial prop-
erties, while temporal functions were utilized by BiLTSM. Use NSL-KDD datasets
to experiment. The methodology provided achieves greater accuracy and detection
rate performance. Minority data class detection rates have slightly increased, but
when comparing, other attack classes are still quite poor. The training time is higher
due to the intricate structure.

Zhang et al. [14] suggested a complicated CNN and gcForest multilayer IDS
model. In addition, they introduced a new P-Zigzag technique for transforming raw
data into two-dimensional gray characteristics. For initial detection, they utilized
a better CNN model in an initial coarse grit layer. gcForest (caXGBoost) is then
employed in the finely grained layer for further classification of the anomalous classes
into N-1 classes. They have combined UNSW-NB15 with CIC-IDS2017 datasets
using a dataset. The findings from the experiments indicate that the projected model
improves greatly in comparison with single algorithms the accuracy and detection
rate while minimizing the FAR.
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A model IDS based on the new idea of DL few-shot learning was proposed by Yu
and others [15] (FSL). The goal is to train on balanced data from the dataset using a
modest quantity. DNN and CNN are embedded in the model for the extraction and
scaling of the critical feature. Themodel efficiency of reasonable rates of detection for
minority classes was demonstrated in the experimental findings obtained using NSL-
KDD datasets. In order to obtain such exceptional performance for the considered
dataset, only less than 2 percent of data were used for training.

Efficient CNN-based IDS is proposed by Xiao et al. [16]. The key idea is initially
to use principle component analysis and AE to do feature extraction. The one-
dimensional (feature set) vector is transformed into a 2-D matrix and entered into
the neural network. KDDCup 99 dataset experiments were conducted. Experiments
demonstrate its usefulness in terms of algorithmic time consumed during training
and testing. The key problem in comparison to other attack classes is poorer detection
rates for the R2L classes.

3 Proposed System

The ICT system nowadays is far more complicated, networked, and involved in the
generation of extraordinarily huge data volumes, often known as big data. This is
primarily because technological advances are beingmade, andmany applications are
deployed quickly. Big data is a motto that incorporates ways for extracting valuable
facts frommassive volumes of data. It is extremely important to allow access to large
data skill, especially IDS, in the area of cyber security [17]. The progress in the field
of big data technology allows diverse patterns of legal and malicious activity to be
extracted from enormous volumes of data from network and system operations on
time so that IDS performance can be improved.However, it is typically challenging to
process big datawith standard technology [18]. This part aims to explain the computer
architecture and advanced methodologies chosen within the framework proposed,
such as text representation methods, Siamese optimization, and the classification of
deep forests. Figure 1 defines the design of the proposed flow.

3.1 Dataset Description

The tcpdump data from the DARPA intrusion detection [19] challenge dataset for
1998 were developed by KDDCup 99 dataset. For extractor characteristics from raw
tcpdump data, the mining data for automated ID models (MADMAID) framework
have been employed. Table 1 contains detailed statistics on the dataset. The 1998
KDDCupdatasetwas developedwith 1000UNIXmachines and100people accessing
the machines in the MIT Lincon laboratory. Network data have been collected and
saved for 10 weeks in tcpdump format. The data from the first 7 weeks were used
for training and the rest for testing. There are two variations of KDDCup 99 dataset.



A Novel Feature Reduction Methodology … 331

Fig. 1 Architecture of the proposed

Table 1 Training and testing sets of KDDCup 99

Attack category Description Train Test

Normal Normal connection records 97,278 60,593

Probe Obtaining network outline details 4107 4166

DoS Attacker goals at making network resource down 391,458 229,853

R2L Illegal access from remote computers 1126 16,1189

U2R Obtaining the access on a specific computer 52 228

Total 494,021 311,029

It has complete data and a dataset of 10 percent. It consists of 41 characteristics and
5 classes (Normal, Probe, DoS, R2L, and U2R); this dataset has 41 characteristics.
These characteristics are classified as below in different categories:

Basic features: tcpdump’s packet capture (Pcap) files are used to extract fundamental
information instead of payload from packet headers, TCP sections, and UDP data-
gram. This task was performed utilizing the redesigned Bro IDS network analysis
context.

Content features: The content capabilities are mined from the complete payload
of domain-based TCP/IP packages in tcpdump files. In recent years, the payload
feature analysis has remained a research focus. Recently, [20] developed a profound
learning strategy to examine the complete load data rather than the procedure of
extracting features. Content traits are utilized mostly for identifying attacks of cate-
gories ‘R2L’ and ‘U2R.’ For example, the most noticeable feature to identify the
malicious behavior of the whole payload is several failed login attempts. Contrary to
other attacks, the categories R2L and U2R are not significant because of occurrences
occurring in one connection.
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Time-based traffic features: A unique temporal two-second frame extracts time-
based traffic characteristics. These are categorized into ‘the same host’ and ‘the same
service’ in the past two seconds based on connection features. The aforementioned
features are adjusted based on a 100-connection space to the similar host to handle
slow scanning assaults. These are usually known as host-based or connection-based
traffic.

3.2 Siamese Network for Dimensionality Reduction

Siamese networks are often utilized to determine the association between two objects
that are comparable. Some popular applications in Siamese networks are face recog-
nition, authentication of signatures [21], or detection of paraphrase [22]. Siamese
networks operate well in these tasks because their weights portion less of the param-
eters during training, and with relatively little amounts of training data, they can
deliver good results.

If there are hugenumbers of classeswithmodest amounts of observations, Siamese
networks are highly useful. In such circumstances, there are not sufficient data to
train a deep neural network to categorize the features. If two features are in the same
class, a Siamese network can instead determine. By lowering the dimension of data
and utilizing a distance cost function to distinguish between classes, the network
does so. The architecture of the Siamese network is exposed in Fig. 2.

The gradients model function takes dlnet and the mini-batch input data dlX1 and
dlX2 on the Siamese dl network objects with its labels PairLabels. The function
revenues the loss values and loss gradients in relation to the network’s learning
parameters.

The Siamese network aims to provide each feature with a feature vector that
comparable features and particularly different features are provided with feature
vectors. The network can thus distinguish the two inputs. Looking at the contrast
loss of feature vector features 1 and 1 of pair Features 1 and pairfeatures2, between
the outputs of the last linked layer. The loss for a pair is contrasted with (1)

loss = 1

2
yd2 + 1

2
(1− y)max(margin − d, 0)2 (1)

Fig. 2 Siamese network architecture
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where y is identified as the value of the pair label (y = 1 for alike features;y = 0 for
dissimilar features), vectors f 1 and f 2 : d = || f 1− f 2||2.

The contrast loss has two terms, but for a certain feature pair, only one is ever
nonzero. With identical characteristics, a first term cannot be null, and the gap
between features f 1 and f 2 is reduced as much as possible. For different charac-
teristics, another term can be non-null, and the interference between the features can
be minimized to at least a margin distance. The lesser the margin amount, the less
restrictive it is about how close a different couple can be to a loss. The decreased char-
acteristics are, therefore, offered as a contribution to the deep forest classification,
which is as follows.

3.3 Deep Forest

The deep forest is an ensemble-based decision trees approach which emphasizes
on building deep models using modules which are non-differentiable. It is built
around three major principles which are considered to be the reasons behind the rich
accomplishments of deep models. The reasons are as follows:

• Layer-by-layer processing: It is considered one of the major factors since, no
matter how complex the flat model becomes, the features of layer-by-layer
processing cannot be achieved.

• In-model feature transformation: Basic machine learning models work on the
original set of features. However, new features are generated during the learning
process of a deep model.

• Appropriate model complexity: The fact that large datasets need complexmodels,
basic machine learning models are limited in terms of complexity; however, it is
not the case with deep models.

The overall structural working of the deep forest is separated under two broad
parts: cascade forest structure and multi-grained scanning. Cascade forest structure
is employed to ensure the layer-by-layer processing, while multi-grained scanning
allows the model to achieve sufficient complexity.

Cascade Forest Structure

A cascade structure is employed to represent the layer-by-layer processing of raw
features. Each layer in the cascade takes input (processed information) from the
previous layer and feeds it into the next layer. A layer in the structure can be defined
as an ensemble of decision tree forests. It is ensured that diversity is maintainedwhile
creating ensembles by including different kinds of forests.

The working in cascading stage proceeds as follows, for a given case, an approxi-
mate of class distribution will be generated by each forest. This is done by taking into
consideration the training examples and fraction of different classes at the terminal
or leaf node where the particular instance falls followed by averaging across all the
trees in the same forest. This has also been depicted in Fig. 3. The approximated
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Fig. 3 Cascade forest construction

class distribution so obtained forms a vector of classes with the help of k-fold cross-
validation, the vector is then concatenated with the original set of features. The
result is then forwarded to the next cascading layer. K-fold cross-validation helps in
reducing the risk of overfitting. The number of levels is determined automatically
based on the performance on the validation set.

A striking difference in the working of deep forest and other deep models is the
ability to adaptively change the model complexity by terminating the amount of
training data when tolerable. This provides a considerable advantage when working
with datasets of varying sizes.

Multi-grained Scanning

The cascading forest procedure is enriched with the procedure of multi-grained scan-
ning. The inspiration behind the inclusion of the multi-grained scanning procedure
was that deepmodels are generally well suited and also good at handling feature rela-
tionships. Thewhole procedure has been depicted in Fig. 4. Raw features are scanned
by the sliding windows, and feature vectors are produced. The feature vectors are
regarded as either negative or positive instances based on the extraction from the
training sample; they are then used to produce class vectors. Completely, random
forests are trained using the instances extracted from windows having the same size.
Transformed features are obtained by the concatenation of generated class vectors.

The actual label of the training sample is used to assign the instances that are
extracted from the windows. Though these assignments can be incorrect, they can
be attributed to the flipping output method. Also, feature sampling can be performed
if transformed feature vectors are too long. The sliding windows size is varied to
obtain grained features vectors that are different.

The deep forest has shown a lot of promise, and its success can be attributed to
the following factors:

• Fewer hyper-parameters
• Data-dependent tuning of model’s complexity
• Less dependence on GPU.
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Fig. 4 Multi-grained scanning

The scalable manner uses distributed parallel ML algorithms with several opti-
mization strategies that enable it to manage very large network and host event
volumes. The scalable design also enables a quick and parallel examination of
network and host-level actions by using the overall graphic processing unit (GPU)
processing capacity.

4 Result and Discussion

All tests were conducted on an Ubuntu 14.0.4 LTS with Python. Use Scikit-learn to
implement all traditional machine learning algorithms. Using GPU-enabled Tensor-
Flow4, three DNNs were developed with a higher Keras5 framework backend. The
GPU was NVidia GK110BGL Tesla K40, and the CPU was configured to run on
1 Gbps Ethernet network (32 GB RAM, 2 TB hard disk). The following test cases
were selected to assess the performance of the proposed and different classical deep
learning classifiers on KDDCup 99.

4.1 Performance Metrics

The basis truth value is necessary in the evaluation of the various statistical measures.
In the instance of binary classification, the foundation truth consisted of several
connection registers that were normal or attack. Let L and A be the sum of usual
and attack logs in the test dataset and use the subsequent terms to determine the
excellence of the classification model:
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• True positive (TP)—the sum of connection records properly categorized to the
usual class.

• False Negative (FN)—the sum of attack connection records incorrectly catego-
rized to the usual connection record.

• True Negative (TN)—the sum of connection records properly categorized to the
attack class.

• False Positive (FP)—the sum of normal linking records wrongly categorized to
the attack linking record.

The following evaluation metrics are examined based on the above given terms.

A. Accuracy: The ratio of the predictable connection records to the whole test
dataset is estimated. If the precision is higher, then the model of ML is better
(Accuracy [0, 1]). Accuracy is an appropriatemetric for an experimental dataset
with balanced classes.

B. Precision: It guesses the ratio of correctly identified attachment logs to the
number of all identified attachment logs. TheMLmodel is better if the precision
is higher (Precision [0, 1]).

C. F1-score: It is precision and recall the harmonic mean. The greater the F1-score
is the better (F1-score [0, 1]).

D. False Positive Rate (FPR): It calculates the ratio of normal linking records
to the number of standard connection records as attacks. The lower FPR will
improve the model for ML (FPR [0, 1]).

4.2 Evaluation

The proposed evaluation has segregated into major parts such as binary classification
and multi-class classification. The binary classification has detecting the attack or
normal communication. Multi-class classification has detecting the various types of
attack, which is presented in the dataset.

A. Binary classification

The detailed results for binary classification of several classical ML classifiers and
proposed system are reported in this section.

From the Table 2, it is clearly proved that proposed achieved better accu-
racy (94.32%), precision (99.95%), recall (93.24%), and F1-score (96.02%) than
existing techniques. The existing techniques, namely KNN, DT, SVM, and RNN,
achieved nearly 92% of accuracy, where the proposed technique achieved nearly
94%. While comparing with all techniques, linear regression provides low results in
all parameters.

B. Multi-class classification

The detailed results for classification of several classical machine learning classifiers
and proposed system are reported in this section.
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Table 2 Comparative analysis of binary class on proposed with various existing algorithms

Algorithm Accuracy Precision Recall F1-score

Linear regression 81.10 99.41 75.91 86.72

Naive Bayes 87.70 99.41 85.21 91.82

KNN 92.50 99.82 90.98 95.27

DT 92.90 99.78 91.52 95.41

SVM 92.50 99.63 91.38 95.18

RNN 92.70 99.90 91.93 95.32

LSTM 93.27 99.91 92.47 95.63

Proposed 94.32 99.95 93.24 96.02

In multi-class classification, the proposed method achieved only 94.62% of recall
and 94.53% of F1-score, where naïve Bayes and linear regression achieved nearly
80–83% of recall and F1-score (refer Table 3). The existing techniques provide low
performance, because the features are not reduced for final processing. But, in our
proposedmethod, Siamese network is used for high-dimensionality reduction, which
improves the performance of deep forest classifiers. Therefore, the proposed method
achieved 95.62% of accuracy and 98.32% of precision.

C. Minimal feature analysis

Optimizing functionality is an essential step to detect intrusion. This is a key step
toward identifying more correctly the different sorts of attacks. Without the opti-
mization of features, a misclassification of assaults may be possible and the develop-
ment of a model would take a long time. In order to detect intrusion via NLS-KDD
dataset, the implication of the feature selection approach was described in [23]. The
methods for selecting functions reduced the training and testing time greatly, as well
as an enhanced rate for detecting intrusions. Two experiment trials are performed on
limited feature sets on the KDDCup 99 to assess the performance of the proposed
method and static machine learning classifications. Table 4 provides detailed results.
In compared to tests in 4 feature sets, the experiments with 11 and 8 feature sets

Table 3 Comparative analysis of multi-class on proposed with various existing algorithms

Algorithm Accuracy Precision Recall F1-score

Linear regression 80.10 87.21 80.15 80.43

Naive Bayes 85.71 84.32 85.93 83.45

KNN 92.10 92.43 92.15 91.68

DT 92.46 93.48 92.44 91.81

SVM 89.52 90.21 89.54 89.03

RNN 94.53 96.61 92.52 92.24

LSTM 94.16 96.17 92.32 92.10

Proposed 95.62 98.32 94.62 94.53
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Table 4 Comparative
analysis of test results using
minimal feature sets

Accuracy

Algorithm 11 features 8 features 4 features

Linear regression 84.42 90.10 87.86

Naive Bayes 89.82 90.86 88.18

KNN 90.82 92.43 89.79

DT 92.44 93.12 90.41

SVM 92.13 93.26 92.27

RNN 94.63 96.16 92.66

LSTM 96.63 94.37 91.99

Proposed 97.89 94.23 94.13

were good. In addition, experiments with 11 sets of functionalities were successful
compared to the 8 sets. The performance difference of 11–8 minimum set of features
is minor.

D. Detailed test results

Table 5 consists of validated results of existing techniques with proposed method
for different attacks-, namely Normal, DoS, Probe, U2R, and R2L. For each attacks,
we evaluated the performance of techniques by means of TPR, FPR, and accuracy.
The FPR rate is zero for proposed method in the R2L and U2R attacks, where the
Probe and DoS attacks has nearly 0.002–0.004. The accuracy of proposed method
is 92.8% for normal and 95.5% for DoS attacks, where SVM technique achieved
nearly 60–70% of accuracy for both attacks. Therefore, it is clearly proved that our
proposedmethod achieved less FPR and high accuracy than other existing techniques
for all attacks.

5 Conclusion and Future Work

The framework used the distribution in real time of very large data with the Siamese
network model with deep forest. In comparison to standard machine learning clas-
sifications, the proposed model was thoroughly assessed in different IDS datasets.
This model was chosen. In all situations, we found that the proposed performance
in comparison with standard machine learning classifiers is above that of the classi-
fication results. Our proposed architecture is superior to the classical classification
of IDS machines implemented previously. To our best knowledge, this is the only
framework that is capable of distributing network and host activities via deep forest
to more accurately identify an assault. By adding nodes to the present cluster, the
implementation time of the proposed scheme can be increased. Furthermore, the
system presented does not include specific information on malware structure and
features. In general, by training complicated, advanced hardware architectures using
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a distributedmanner, the performance can also be increased. In this investigation, they
were not trained with the IDS benchmark datasets because of considerable compu-
tational cost of the sophisticated suggested designs. This is a critical challenge in an
adverse environment and one of the main directions for future work.
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A Review on Deepfake Media Detection

Rajneesh Rani, Tarun Kumar, and Mukund Prasad Sah

Abstract Deepfake is amachine learning and artificial intelligence-based technique
which is used to generate fake faces and replaces them in a video or image. These
days deepfakes are mostly used to spread fake news, audio, video, etc. Deepfakes
are also used in political campaigns to manipulate the videos of leaders and spread
hatred. Today, it has become very easy to generate deepfake images as there are vari-
ous commercial softwares available for generating deepfakes; also, there are various
free of cost apps available like faceapp, fakeapp, etc. The website thispersondoes-
notexist.com generates a fake person image that does not exist every time you click
it. The automation in video manipulation generates more threat to original content
as it is becoming more and more easier to manipulate images and generate fake
news. It can be very dangerous in the upcoming time to detect what is fake and
what is real. The main component which makes deepfakes more and more real is
general adversarial networks (GANs); by using GAN, we can generate high-quality
deepfakes which cannot be detected by the human eye. There are various techniques
generated to detect deepfakes, but to the best of our knowledge, we can say that there
is no foolproof method to detect deepfakes, and there is a strong need for a technique
which can prevent current facial recognition systems from deepfakes. In this paper,
we try to give a brief review of existing deepfake detection techniques. There are
many techniques developed in this area but most of them can be categorized in facial
artifacts, neural networks, 3D head position.
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1 Introduction

Deepfake images or videos refer to the images/videos of a person or a group of
people that can be recognized doing acts that they have never done; these kind of
multimedia are false and machine generated. The actions performed by people in
these fake media can be deceptive for the general public and can tarnish the image
of such people in public. Nowadays, there are several methods that can generate
life-like real deepfakes (images and videos).

Earlier before the use of sophisticated tools to generate deepfake images or videos,
Adobe Photoshop or GNU Image Manipulation Program (GIMP) was used in most
cases. Those fake images generated by these old methods can be detected easily
as compared to the newer methods such as face swapping, using GAN or machine
learning techniques.

The expression ‘deepfake’ alluded to a deep learning-based strategy ready tomake
counterfeit pictures or recordings by trading the substance of an individual by the
essence of someone else [1]. This termfirst came into light after aReddit client named
‘deepfakes’ asserted in late 2017 to have an AI calculation, built up that assisted him
with trading famous actors’ faces into pornography recordings. Notwithstanding
phony erotic entertainment, a portionof themore hurtful uses of suchphony substance
incorporate phony news, scams, and monetary misrepresentation. Customarily, the
number and authenticity of facial controls [2] have been restricted by the absence of
modern altering devices, the area skill required, and the complex and tedious cycle
involved. In reaction to those undeniably refined and practical controlled substance,
huge endeavors are being completed by the examination network to configuration
improved techniques for face control recognition.

In a study, published in 2017 by Cognitive Research [3] asked people to detect
and classify by visual inspection if the shown image is doctored or not. Only 62–66%
were correctly classified. And the results were lower than classification in finding
the area of manipulation in doctored images. In another study of similar type [4],
only 58% images were correctly classified.

From the above results, one can conclude that the human brain finds it difficult to
differentiate between a real person’s image and a synthetic generated image. Hence,
people’s thinking or views built around a personality can be changed or altered by
the use of these deepfake images and videos.

Several algorithms and tools have been developed to tackle this day-by-day
increasing problem of automaticallymachine generated deepfake images and videos.
At present times, there are several applications available which can easily generate
deepfakes. The quality of fake images and videos is life-like and realistic to a much
greater extent bymaking use of these fakemedia generating applications like faceapp,
FaceSwap, etc.

Nowadays, these advancements in this field have made it a lot easier for a person
to make a fake video of a famous leader or a famous personality doing some sort of
illegal things that may lead to violence, or an army leader saying some foul language,
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Fig. 1 Examples of altered
and fake images

or doing some funny things. These fake contents lead to a threat to society, security
of a nation and democracies.

In Fig. 1, not a single person actually exists in reality. These are 100% artifi-
cially fabricated images sourced from https://thispersondoesnotexist.com, is a web-
site which shows a new fake image every time you visit the website. These images in
Fig. 1 are an example to illustratewhat can be achieved by bringing these technologies
into play.

This review paper tries to do a review on a new kind of threat of fake media
circulation on the internet which can change views, perspective of masses, and can
be manipulated, be it an election or in general daily life of a popular personality.
There are greater risks and much higher potential threats to public impression of the
most influential people around. A large number of their followers actually take their
advice and relate to them at a personal level, which can be ruined easily after the
circulation of fake media like images, videos, GIFs, etc. to turn the general public
into doing unexpected and unwanted things or activities.

Deepfakes became popular because of the quality of result it can produce; it is a
technique which is easy to use as there are many tools available which can be used to
make deepfake videos that too with a very high quality. Deepfake creation is started
with the encoder and decoder networks which can be used to swap faces and create
deepfakes; later to improve the quality of deepfakes, GAN is introduced which can
generate a high-quality deepfake which can be indistinguishable by eyes.

General adversarial network (GAN) is a technique of machine learning in which
two neural networks compete against each other. While competing, if one of the
networks wins, the other will be considered a loss, so it can be said like a zero sum

https://thispersondoesnotexist.com
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Fig. 2 GAN architecture

game. Though GAN can also be utilized for working on a certain count of special
things, the major application of GAN is the creation of deepfakes. In this technique,
input is the training set. GAN learns from the training set, and its output is the data
having the same details as the input training set. If the input is pictures, GAN can
generate new photographs from the input pictures. Interesting thing is that the output
will be so realistic that a human cannot say it is fake. Figure2 will give a rough idea
of the General Adversarial Network.

The GAN architecture consists of two neural system network:

• Discriminator D: In this system, the input is two media files; one is real, and the
other one is fake. This Discriminator D has to identify which media file is real and
which one is fake.

• Generator G: This system G is made to fool the discriminator, so that the discrim-
inator gets confused between the real media and the fake media [5].

Both the neural systems networks are altogether given training during the learning
stage. In every stage, for a real media, the generator will generate fake media, and
then both real and fake pictures will be sent to the discriminator, till the time when
the discriminator is able to distinguish between real and fake media.

2 Datasets

2.1 Celeb-DF

Celeb-DF is a large-scale dataset; this dataset has a collection of 590 real videos
and 5639 deepfake videos Fig. 3. Both of them are of high quality, and they are
of celebrities that are generated using the modernly improved synthesis of GAN
network [6]. Each video is 13 s long and has a standard frame rate of 30 frames
per second (fps). This dataset can be found at http://www.cs.albany.edu/~lsw/celeb-
deepfakeforensics.html.

http://www.cs.albany.edu/~lsw/celeb-deepfakeforensics.html
http://www.cs.albany.edu/~lsw/celeb-deepfakeforensics.html
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Fig. 3 Celeb-DF [6]

2.2 FaceForensics++

FaceForensics++ is a facial forgeries dataset that has over 1.8 million manipulated
images; it can be found here. The dataset is created by applying manipulation tech-
niques like Face2Face, FaceSwap, DeepFakes, and NeuralTextures to the videos
collected from YouTube, to make the dataset more realistic [7].

FaceSwap is an algorithm which is based on graphics. It is about transferring the
facial region from source video to the target video [7].

Face2Face is a facial re-modification system whose main focus is on expressions
[7]. Its algorithmmoves a source video expression to a target video expression, while
considering to maintain the identity of the target human [7].

Thies et al. [8] are an example of a rendering approach based on NeuralTextures.
It utilizes the first video information to gain proficiency with a neural surface of the
objective individual, including adeliveringorganization. It is taught by reconstructing
the photometric system of loss on combining with an adversarial loss.
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2.3 DeepFake-TIMIT

DeepfakeTIMIT is an information base of recordings where countenances are traded
utilizing the open source GAN-based methodology which, thusly, was created from
the first autoencoder-based deepfake calculation. In the creation of TIMIT database,
16 similar pair of people are selected from the TIMIT database which is publicly
available. For each 32 subjects, we consider two models: an LQ quality and an HQ
quality. Since there are ten recordings for every individual in TIMIT information
base, 320 recordings are generated compared to every rendition, bringing about 620
absolute recordings with faces traded. From these 320 recordings, a total of 10537
real and 34,023 fake images are generated and stored in the database. No audio
manipulation is done in the channel, so audio originality is preserved [9].

3 Deepfake Detection

As the techniques for developing deepfake are getting advanced day by day, we
have a huge threat to originality of content and material and news that we use in
our daily life. There are various types of manipulations possible on an image like:
Manipulation of facial artifacts, i.e., changing eye color, changing of lips shape,
changing of nose color and shape, etc., another type of manipulation can be done
via general adversarial networks (GANs) which are specially designed to develop
deepfakes, this technique comes under deep learning a branch of machine learning,
GAN is firstly trained on a particular dataset, and then they can generate deepfakes.
GAN creates new data that resembles training data, like if we train a GAN on a
human face, then GAN can generate a human face that does not exist. GAN is
mainly composed of two components generator and discriminator, generator tries
to develop an image that can pass through discriminator and discriminator tries to
stop them(detecting them), this way GAN can generate fake human faces that do not
exist. We have various techniques available for detection of deepfakes but as we are
going to try to categorize them in three major categories, i.e., facial artifacts-based
approaches, neural networks-based approaches, and head position-based approaches.
In facial artifacts-based approaches, facial components like eyes, nose, lips, mouth,
and ears are used to detect deepfakes; whenever an deepfake is generated, theymostly
have issues with these artifacts; for example in an image, left eye color is different
from right eye color, shading artifacts on nose because of light illumination, missing
reflection details in eyes, imprecise face geometry, teeths are taken as single white
part, etc. So when we consider some techniques which can identify those detects,
then we can easily detect deepfakes. In neural networks-based approach, we have
various techniques like CNN, RNN,VGG, etc.; there are somemixed techniques also
where we use some combination of facial artifacts and neural networks.We also have
some ensemble methods in neural networks. In head position technique, we consider
rotation of head around x-axis, y-axis, distance between various positions, etc.
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3.1 Facial Artifacts

First step for detecting deepfakes is to segment the face from the image with the help
of various tools or techniques available. Then we process that segmented face for
possible faultswhich are not visible from the human eye and can only be detected after
applying different techniques; one of them is using facial artifacts for detecting. Same
procedure is applied for detecting deepfakes in videos; we work on frame by frame in
case of video.When using facial artifacts, wemean to expose some commonmistakes
in the images like different eye color, or incorrect face geometry or incorrect teeth
structure as the author used in [1] as shown in Fig. 4. The author segmented different
parts of face from image and applied various techniques on them and completely
relied on those imperfections in the images but when a deepfake is generated, we
can eliminate those imperfections by doing some simple postprocessing on them and
after eliminating those imperfections will not work on deepfakes as author only tried
this technique on deepfakes and face2face, have some prerequisites and can only be
applied on certain images (e.g., open eyes, visible teeth etc.), but on those images
author got AUC score of 0.866.

In [10], author tried to detect deepfake based on discrepancies between faces and
their context; deepfake is made by some face swapping methods aiming to make
faces realistic leaving the context unchanged in Fig. 5. Author used an approach
where he made two networks, one which considers face region by segmenting it
from image and other considers its context like ears, hair, etc. Those two networks
are used to detect the discrepancies from the faces; by using these two networks, the
author got very good results. The author used the datasets FaceForencis++, Celeb-
DF-v2, DFDC, to train and detect the deepfakes. The author achieved an AUC score
of 0.997 on FaceForencis++ dataset and 0.66 on Celeb-DF which are the highest till
date according to our knowledge.

Fig. 4 Various facial artifacts showing defects in face
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Fig. 5 Extraction of face
from image leaving context
behind [10]

3.2 Neural Networks

All the techniques that are being developed in recent times include neural networks
in some way. As neural networks we can say is the best thing in machine learning
because we can develop many structures of these and these can be used in various
fields like in military, weather forecasting, etc. Neural networks have word neural
because neural networks are generated by taking inspiration from brain neurons,
they also have similar structure and similar workings, neural networks takes input
and process it shows result, neural networks can consist of various hidden layers,
and there are various types of neural networks available like CNN, RNN, VGG,
ResNet, XceptionNet, etc. We will discuss the techniques which are developed in
recent times for detection of deepfakes. In one of the techniques that are generated
for deepfake detection, author used a combination of DenseNet, alignment, and
bidirectional recurrent neural networks [11]; in that, author used deepfake, face2face,
FaceSwap to train and test his method and got very good results of accuracy 96.9%,
94.35%, and 96.3%, respectively. Model used in [11] is shown in.

In one of the papers, the author used the improved version ofVGG that isNA-VGG
to detect deepfake images [12]. NA stands for image noise and image augmentation.
In this paper firstly, the SRM filter layer is used to detect tampering artifacts which
cannot be seen in RGB channels; this will highlight the image noise, and then image
noise map is augmented and fed into the network for training and later for prediction
on different images. Author tested his model on different datasets like UADFV,
DeepFake-TIMIT, FF++ and Celeb-DF and got an average AUC score of 0.857,
which is not better than previous method discussed above but certainly better than
normal VGG which has an average AUC score of 0.564.

We have another approach for detection in which we deal with mesoscopic prop-
erties of image and try to detect based on those properties in [13] author used meso-
scopic properties for detection and have developed two different models for training
and prediction. Meso-4 and MesoInception-4 are the two networks developed by the
author by which he got good accuracy on different datasets; on face2face dataset,
he got accuracy of 94.6% and 96.8% on both models, respectively. In both of these
models, very few layers and very few parameters are used but surprisingly models
have given good results. Main thing that the author described in the paper is com-
pression ratio, as when we increase compression, we start to lose information and so
models that we make could not produce good results; if we use light compression,
it will be easy for our models to train on and also we can save time and money on
hardware we use. A compression rate of 23 which is light compression is used on



A Review on Deepfake Media Detection 351

FaceForencis dataset, compression rate of 40 which is high produces less accuracy
of 83.2% and 81.3%, respectively, on both models.

For detection of deepfake video, we have another approach which uses a com-
bination of CNN and RNN [14]. CNN is used for extracting frame feature from a
video, and consequently, those features are forwarded to the LSTM network, which
is a type of RNN, LSTMwhich is 2048wide and 0.5 dropout is used and in final layer
softmax is used for calculation of classification percentage that whether the fed frame
is manipulated or not. Author got a testing accuracy of 97.1% when used with 80
frames sequence from a video, which is quite good considering the data is collected
from various sources. In comparison to this method we have another method devel-
oped which uses XceptionNet for spatial feature extraction and steganalysis feature
extraction and by combining these two different techniques they got an accuracy of
98.57 on FF++ and 95.33 on deepfake dataset and called the developed method SST-
Net [17]. Some other techniques are also there which include two-branch RNN [18]
and CLRNet [24]; in two-branch RNNmodel, architecture contains two independent
blocks one of which works on RGB coloring and other block has a layer of deep
Laplacian of Gaussian filter to discard visual face content, and later, these blocks
merged and some other layers are used, and at final, bidirectional LSTM is used.
In CLRNet, author analyzed that in case of deepfakes videos, there are inconsisten-
cies in consecutive frames which can be sudden change in brightness or contrast on
a specific region of face and other things so they developed a new method called
convolutional LSTM residual network that can identify these inconsistencies.

Some techniques are based on heart rates also; there are technologies which can
predict heart rate of a person by analyzing the face of a person using various tech-
niques like Eulerian video magnification [25], average optical intensity in the fore-
head, head motions [26], etc. Heart rate of fake videos can be used to distiguish it
fromoriginal video [27]. NeuralODE [28]which is the first time is used for predicting
heart rate of deepfake according to chen et al. [29]. FakeCatcher is a technique devel-
oped for detection of synthetic portrait videos using biological signals like heart rate
[27]. FakeCatcher achieved a pairwise separation accuracy of 99.39% on datasets
like FaceForencis and deepfake.

3.3 Head Positions

Deepfakes are created by splicing synthesized face region into the original one and in
doing so introducing errors that we try to detect using different techniques. One of the
techniques is developed to detect those errors using 3D head poses from face images
[30]; in this techniques, author used 3D head poses and consequently SVM classifier
on real face images and deepfakes based on 3D head position for classification; using
this technique, they got a AUC score of 0.89, which shows that 3D pose is also a good
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way to detect deepfakes; this feature can be further used to classify deepfakes; there
is a great scope of increasing accuracy using 3D poses as there is no other research
using this parameter for deepfake detection, and it can be further developed more to
get higher accuracy.

4 Performance Measures

Here, in the papers cited, the results are shown using different parameters such as
overall accuracy or AUC. Here, accuracy refers to the test accuracy of the respective
model, and equation for accuracy is given in Eq.1.

Accuracy = (TP + TN)/(TP + TN + FP + FN) (1)

where TP is ‘true positives,’ TN is ‘true negatives,’ FP is ‘false positives,’ FN is ‘false
negatives.’

The following Table 1 contains compilation of all the results observed/obtained
in form of accuracies of several methods used by respective authors in the research
papers referred.

Multiple methods were used and also on different datasets to compare results and
accuracies on different sets of images or sequence of images.

Also, measurement of the parameter area under curve (AUC) is based on different
terms, true positive rate (TPR), specificity, and false positive rate (FPR). Equations2,
3 and 4 define TPR, specificity, and FPR, respectively.

TPR = (TP)/(TP + FN) (2)

Specificity = (TN)/(TN + FP) (3)

FPR = (FP)/(TN + FP) = 1− Specificity (4)

where TP is ‘true positives,’ TN is ‘true negatives,’ FP is ‘false positives,’ FN is ‘false
negatives.’

Now, AUC is the area defined under the receiver operating characteristics (ROC)
curve which is the plotting of TPR on y-axis and FPR on x-axis. AUC reaching close
to 1 means that the model has a higher level of separability of true positives and true
negatives detected, AUC near to 0 means it has worse level of separability. AUCwith
0.5 value has no capacity of separability whatsoever between true positives and true
negatives.
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Table 1 Comparison of several deepfake detection approachesmethods
S. No. Year Paper Method Dataset Manipulation

technique
Accuracy (%) Average AUC

1. 2018 Afchar et al.
[13]

MesoInception-
4

FF++ Internet DeepFake - 0.984

Meso-4 0.969

MesoInception-
4

Face2Face – 0.953

Meso-4 0.953

2. 2018 Guera et al. [14] Conv. LSTM 20 HOHA Internet – 96.7 –

Conv. LSTM 40 97.1

Conv. LSTM 80 97.1

3. 2019 Sabir et al. [11] DenseNet +
BiDirRNN

FF++ DeepFake 96.9 –

FaceSwap 96.3

Face2Face 94.35

4. 2019 Matern et al. [1] KNN Glow – – 0.843

PROGAN 0.852

MLP Internet DeepFake – 0.851

LOGREG 0.784

MLP FaceForensics Face2Face – 0.823

LOGREG 0.866

5. 2020 Nirkin et al.
[10]

FSGAN FF-DF FaceSwap – 0.997

Celeb-DF 0.660

FF++ Face2Face – 0.75

DeepFake

FaceSwap

NeuralTextures

Pristine

6. 2020 Montserrat et
al. [15]

Logits DFDC – 85.51 –

AFW 87.90

GRU 92.61

7. 2020 Zhang et al.
[16]

CNN model MUCT-DB DeepFake – 0.976

8. 2020 Chang et al.
[12]

NA-VGG Celeb-DF – – 0.857

9. 2020 Wu et al. [17] SSTNet FF++ DeepFake 95.33 –

Face2Face 90.48

FaceSwap 94.09

Combined 98.57

10. 2020 Masi et al. [18] Two-branch
RNN

FF++ (HQ) – – 0.9912

FF++ (LQ) 0.9110

Celeb-DF – – 0.7665

DeepFake 0.7341

FF++ = FaceForensics++, FF-DF = FaceForensics, GRU = Gated Recurrent Unit,
DFDC = DeepFake Detection Challenge, AFW = Automatic Face Weighing,
MUCT-DB [19], HOHA [20], GLOW [21], PROGAN [22], DFDC [23]
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5 Future Scope

In thefield of deepfake detection, there is scope for further research. Such as until now,
datasets are created in an unconstrained environment, so new and more challenging
datasets can be made to test available models. Measuring different aspects of trained
models other than accuracy or area under curve and determination of deepfake on
live videos in real time. There is also a great scope of research in audio deepfakes
where audio is manipulated instead of face. More robust deepfake detection methods
are required which will work on any kind of deepfake either it is facial artifacts
manipulation or face swapping or audio deepfakes. There can also be a centralized
portal where various datasets and models can be stored with various functionalities
like on uploading a deepfake video we can apply different models on it for detection
purposes.

6 Conclusion

In this survey paper, we tried to explain the process of creation of deepfake media,
which is now much evolved and is able to generate life-like and realistic images.
We have also compared several techniques in Table 1. In coming time, we may
witness more realistic deepfake videos. There is also scope in detecting deepfake
source from reverse engineering. To fight current deepfake media problem, we are
not sufficiently equipped with technologies which can detect it. In recent challenge
presented by Facebook to detect deepfake, there are not much promising results
occurred, and there is a huge scope of research possible in this field, by which we
can detect deepfakes with more accuracy and precision and can save society from
deepfakes.
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Investigation of Error-Tolerant
Approximate Multipliers for Image
Processing Applications

D. Tilak Raju and Y. Srinivasa Rao

Abstract Low-power, high-speed real-time computing is critical for various appli-
cations,with digital signal processing (DSP), image processing, the internet of things,
and neural networks. Multiplication and division algorithms account for 86% of the
data processing time in a real-time three-dimensional graphics system. The approxi-
mate multiplier (AM)may be the key to improving hardware efficiency and speeding
up multiplication operations. The AM has been the primary arithmetic component
for many applications in the past ten years. However, comprehensive literature on
the entire development history and processes of AM findings, error analysis, and
applications is missing in one location. As a result, this article outlines the history
and advancements of AM architectural design and prospective study topics for future
advancements. This thorough study also discusses the methods researchers utilize to
enhance AM design and provide an edge over other mentioned AM.

Keywords Approximate multipliers · Approximate computing · Approximate
adders · Compressors

1 Introduction

Approximate computing (ACG) is a problematic approach that generates a poten-
tially approximate result rather than an exact guaranteed result; this result may be
utilized for applications that need approximate results [1, 2]. ACG was developed
as a result of the discovery in various circumstances. On the other hand, the exact
calculation requires many resources; permitting bounded approximation might yield
asymmetrical increases in speed and energy while keeping fair accuracy. Allowing a
5% decrease in classification accuracy in the k-means clustering algorithm (KMCA),
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for example, may save 50 times more energy than a 100% perfect classification [1].
CMOS device physical dimensions have been shrinking and are now nearing a few
nanometers. The computer burden is increased by multimedia processing (graphics,
image, audio, and video), recognition, search, data mining, and machine learning. In
the applicationsmentioned above, ACGhas played a vital role. The fast advancement
of integrated circuit technology has become amajor driving force for real-time signal
processing. As is common knowledge, DSP employs various mathematical opera-
tions (such as subtraction, square root, multiplication, division, power, and addition).
Multiplication and division algorithms account for 86% of the data processing time
[3]. Multiplication is often used in image processing (IM) and DSP [4]. Approximate
(APP) multipliers were created essentially utilizing three techniques: approximation
in partial product (PP) creation, ii) approximation in the PP tree, and iii) approx-
imation in PP summation. Jiang et al. [5] analyzed the properties of various AM
implementations in VHDL utilizing these various methodologies. However, they left
out error analysis and its applications.

In the second section, this article primarily provides an overview of AMs, and
the third section addresses a few recent famous AMs findings regarding hardware
and error metrics. Fourth section examines the two primary uses of AMs before
concluding in the fifth section.

2 Literature Survey

Ha et al. [6] used the proposed 4-2 approximate compressor (AC) to create low-power
(LP) and high-performance (HP) AM (PPAM), as well as an error recovery module.
PPAM applied image sharpening (IMS) and proposed PPAM reduced power 21.5%,
area 25.5%, and delay 18% compared to the same multiplier.

Instead of using the APP parallel multiplier, Alouani et al. [7] devised and imple-
mented the heterogeneous blocks (HB) AM (HBAM) to improve speed. Some power
trade-offs exist in developing the KMCG and Sobel filter (SF) using the suggested
HBAM.

Liu et al. [8] invented the non-iterative APP Logarithmic Multipliers (ALMS).
These ALMS designed with three inexact mantissa adders produce a 17.9% NMED
and a 37% decrease in power-delay product compared to existing AM (PDP). The
ALMSwas used to IPBPMandKMCG, twopixel-by-pixelmultiplications of images.

Ansari et al. [9] first developed the 4-2 AC, which had significant inaccuracy, and
then utilized this block to produce two 4 * 4 multipliers, which were subsequently
used to generate 16 * 16, 32 * 32 AM. Compared to previous APP booth multipliers
with equivalent accuracy, the proposed 4-2 AC-based AM (CBAM) reduced PDP-
MRED by 52% and PDP by 50%. It was then used in the IMS and JPEG applications,
yielding more excellent quality outputs while using less power (PC).

Gillani et al. [10] developed an Internal-Self-Healing (ISH) system that enables a
computational device to utilize self-healing without needing a pair. First, this article
improves the overflow issue by developing the 2 * 2 AM utilizing ISH. Finally, the
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multiplier-accumulated unit (MAC) evolved and produced a 55.1% higher-quality
output for precise, efficient designs.

A customizable error negligibly biased APP integer multiplier (BAIM) architec-
ture was suggested by Saadat et al. [11]. This BAIM was improved by removing
leading one detection (LOD) and barrel shifting logic and using an error reduction
technique. The next step is to use the above reasoning to create a floating-point
multiplier. Finally, the constructed Gaussian filter (GF) filters a 256 × 256-pixel
gray-scale standard using a 77% Gaussian kernel with α = 1.5. Image of a drill.

Esposito et al. [12] presented 3-2, 4-2, 5-2, and 6-3 ACs after developing and
analyzing several kinds of ACs. At the PP addition step, the proposed AC is utilized
in a dadda multiplier (CDAM), and the proposed multiplier provides more power or
speed than the previous AM. Finally, this recommended multiplier may be used for
image smoothing (IS) using GF and adaptive filtering with least mean square (LMS).

Hammad et al. [13] employed AM to increase the VGG Net deep learning
network’s performance while decreasing the cost, power, area, and latency. CIFAR-
10 and CIFAR-100 were used to assess the network’s classification accuracy using
the proposed AM employing deep learning analysis accuracy.

Chandran et al. [14] developed that rounding-based inexactAMand suggestedAM
offered outstanding efficiency and energy utilization than the present rounding-based
multiplier (ROBA).

Mazahir et al. [15] used the probabilitymass function to develop the recursive type
AM and accuracy analysis. They used the probabilistic model of the fundamental
building block and the probability distributions of inputs to calculate the error proba-
bility in an arbitrary bit-width AM (PMF). Finally, the proposed AMmay be utilized
to combine pictures.

Zendegani et al. [16] developed three different types of rounding-based AM
(RBAM), one for unsigned data and two for signed data. The proposed RBAM
surpassed the present AM (EAM), and the proposed three AM were subsequently
applied to the IS and IMS applications in terms of speed and energy consumption.

In comparison with DRUM and Wallace tree multiplier, Lohray et al. [17] devel-
oped rounded-basedAM(ROBAM),which increasedpower, area, and speed (WTM).
The likelihood of recurrence for rounded values and the input data rounding pattern
have been presented as two essential elements to regulate the degree of precision for
each range of data with little hardware expense.

Tung et al. [18] suggested two critical LP and HA 8 × 8 AM (AAM) character-
istics. It was initially built based on distinct importance weights applied to various
ACs to compile the terms of their product. Finally, it decreased the time the PC was
saved with minor mistakes. Second, it utilized higher-order AC to accomplish LP
and HA AM at many middleweights.

For image compression, Ramasamy et al. [19] suggested two architectures: HA
hybrid segment APP multiplier (HSAM) and improved HSAM (EHSAM). Static
and dynamic segment techniques may be used with the two designs presented. For
different inputs, 8-bit HSAMandEHSAMoffer 99.86% and 99.9% accuracy, respec-
tively. Compared to the current 8-bit static segment technique, the suggested 8-bit
HSAM and EHSAM enhanced speed by 40% and 85%, respectively (SSMAM).



360 D. T. Raju and Y. S. Rao

Anil Kumar Reddy et al. [20] developed a radix-8 booth AM with a Kogge-stone
adder and an APP full recoding adder. Finally, when compared to the radix-8 booth
multiplier, the developed Radix-2 8-point DIT-FFT algorithm utilizing the suggested
AM and proposed AM performance of FFT is improved by 21%.

Two APP booth encoders and two redundant-based (RB) 4-2 AC based on RB
complete and half adders (HA) are suggested for the RB AM by Liu et al. [21].
(REAM). Two 4-2 AC and two adders are proposed (BM). Finally, the proposed AM
employs the FIR filter and the KMCG algorithm.

Ko et al. [22] designed truncated and roundedAM,with amaximumabsolute inac-
curacy of 1 unit of least position guaranteed. Using rounded and truncated methods,
the proposed AM reduces the number of full adders (FA) and HA during the tree
reduction stage, saving 31% of the area compared to EAM.

Narayanamoorthy et al. [23] developed anAM forDSP applications that trades off
computational accuracy with energy consumption (EC) at design time and achieves
a 58.1% reduction in EC over current AM.

Hashemi et al. [24] presented A Dynamic Range Unbiased APP Multiplier
(DRUAM) for APP applications. The developed DRUAM multiplier architecture is
also scalable, allowing designers to tweak it to their desired accuracy, power output,
and propagation delay reduction. The developed DRUAM is compatible with both
the GF and the image compression algorithms.

TRSAM (truncated and rounded-based scalable AM) was suggested by Vahdat
et al. [25], which decreased the number of PP by truncating each input based on the
leading one-bit position input. Compared to EM, utilizing shift and adding a short
fixed-width AM operation resulted in a substantial improvement in EC. Finally, the
TRSAM was implemented in the IMS application.

A majority logic-based (MLB) AM and approximate adder (AA) was devel-
oped by Liu et al. [26]. ACs and reduction circuits make up the planned MLBAM.
The suggested architecture used the MLBAM two IPBPM programmed to analyze
hardware metrics such as latency, gate complexity, and error metrics.

Nandan et al. [27] developed an efficient logarithm multiplier (ELM) that uses
improved operand decomposition (IOD) and a pipeline method to minimize error
while utilizing the least amount of hardware and time. Finally, they usedELM to build
a finite impulse response (FIR) filter and compared performance to prior findings.

A parallel integer (PI) AM generator for FPGA was introduced by Kakacak et al.
[28], and PIAM combines five stages. For column compression, the initial step is
to create a new Generalized Parallel Counter (GPC) grouping method. Generate the
PP produces placement pragmas in the second stage. To make use of the FPGA’s
inherent carry chains, the fourth step employs a ternary adder as a final adder. The
fifth stage uses a new GPC-based row compression technique to decrease the final
adder’s width.

For producing the PP that encodesMSBs with correct radix-4 encoding and LSBs
with the appropriate higher-order radix, Leon et al. [29] developed signed hybrid high
radix encoding AM (HHREAM). Compared to an identical radix-4 multiplier, the
proposed HHREAM saved 56.2% energy and 30% area. Finally, the suggested AM



Investigation of Error-Tolerant Approximate Multipliers … 361

and the SF, FIR filter, andmatrixmultiplication techniques created the edge detection
picture.

Vahdat et al. [30] created a truncation-based AMwith minimal energy (LETAM).
This article proposes a customizable output quality multiplier that may alter the
output quality during multiplication. Compared to EM, the suggested LETAM has
an average improvement of 75.9% area and 90% energy. We used 32-bit LETAM in
the DCT function of the JPEG encoder application for eight pictures, as proposed in
DSP applications.

Akbari et al. [31] developed four 4-2 ACs that easily transition between distinct
and APP working modes. The planned four 4-2 AC provides HP, low PC, and poorer
accuracy. This 32-bit dadda multiplier (42DAM) created by 4-2 AC was eventually
utilized in IMS and IS applications.

Lau et al. [32] examined the concept of energy assignment to probabilistic AM.
This work began by deriving specific analytical findings for array multipliers and
basic multiplier types and then built these multipliers using an energy assignment
method. The proposed AM was then applied to the IMS application.

Venkatachalam et al. [33] created two AM for power conservation (PAM). PAM1
is utilized in all PP columns of anm-bitmultiplier, while PAM2 is used in them-1 least
significant columns. In comparison with EM, AM saves 72 and 38% of the power
and lowers the mean relative error by 7 and 0.02% after synthesizing them. Finally,
the geometric mean filter was used to apply two suggested AMs to IP applications.

Liu et al. [34] designed that AM has a lower PC and a shorter critical path than
EM, making it ideal for high-performance DSP applications. Compared to WTM,
the designed AM saved 20% delay and % power. The designed AM provides a low
mean error distance. For rapid PP buildup, AA may restrict its carry propagation to
the closest neighbors using this technique.

Momeni et al. [35] proposed four AM after designing two 4-2 AC (4-2 AC1, 4-2
AC2). All 4-2 AC was replaced with 4-2 AC1 in the initial AM design. The second
AM comprises 6 HA, 1 FA, and 17 AC, with all four 4-2 AC changed with 4-2 AC2.
The third AM is utilized for the 4-2 AC1 in the m − 1 least significant column. The
4-2 AC2 in the m − 1 least significant column was the subject of the fourth AM.
Finally, these four AMs were tested using IPBPM, and two of them gave positive
findings.

Bhardwaj et al. [36] created aWallace Tree AMwith a bit of area (WTAWP). The
proposed WTAM employs the carry-in prediction technique to minimize the critical
route. Compared to WTM, the suggested WTAM decreased the area, power, and
latency. Finally, WTAMwas applied to DCT and IDCT for IP applications, resulting
in a 30% area and 30% power reduction with no loss of picture quality.

Kulkarni et al. [37] created a 2 × 2 AMwith changeable error characteristics and
used it to create a recursive type 16-bit AM. The suggested design saved 45.5% of
electricity and had a 3.31% inaccuracy compared to EM. The 16-bit AM was then
applied to the IMS application.

Error-TolerantAM(ETAM)was suggested byKyawet al. [38]. ETAMwas created
with inputs divided into two sections: a multiplication portion containing higher-
order bits and a non-multiplication part that includes lower-order bits. The lengths
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of both portions may not be identical, and multiplication starts when the bits divide
and travel in opposing directions concurrently until all bits are taken. Compared to
EM, 16-bit ETAM saved 45.1% power and 36.7% area.

Lin et al. [39] were the first to use this suggested 4-bit Wallace tree AM to build
a 4-2 counter (WTAM). Compared to the precise WTM, the suggested design saved
10.75% of electricity and added 9.9% to the delay. In addition, this study created an
error correction method and used it with the suggested WTAM to reduce error.

The proposed AM operated accurate mode or APP mode, decreased decode
latency and dynamic PC, and ultimately used 16-bit proposed AM to discrete
cosine transform (DCT) and compared the performance of various accuracy modes,
according to Ashutosh Mehta et al. [40].

Pranay et al. [41] developed a modified booth AM (MBAM) that uses AA to
detect errors in real time. First, two AA and MBAAM1 and MBAAM2 were created
in this study. MBAAM1 obtained a 15.2% delay and a 5.1% power savings over BM,
whereas MBAAM2 achieved a 15.8% delay and a 2.1% power savings over BM.
MBAAM1 and MBAAM2 were then used for IP and IoT applications.

Liu et al. [42] created a radix-4 2 booth encoder AM (BEAM). They compared
it to an inexact bit width of other booth AM for error reduction and comparability
utilizing key error factors. Finally, IPBPM was applied to these two BEAMs.

Kimet al. [43] suggested anEEAM(EEAM)with appropriate error characteristics
that uses lesser energy AA. Finally, they created a 16-bit EEAM comparison with a
binary multiplier, which produced more detailed findings.

Pabithra et al. [44] created four 5-3 AC and built 15-4 AC utilizing the four 5-3
AC they suggested. This article proposed 16-bit AM by combining four 15-4 ACs
and then applying it to an IP application.

Jiang et al. [45] proposed two-LP and reduced critical path delay AM (PDAM)
for high-performance DSP applications. Using either OR gates or the suggested AA,
this article adds the PP and its carries independently to improve speed and minimize
mistakes. Finally, two PDAMs for IMS and IS applications were proposed.

Venkatachalam et al. [46] created a three-booth encoder AM system (BEAM1,
BEAM2, and BEAM3). Each of the three designs has hardware-saving features for
PP creation and adding. In comparison with EM, BEAM1 achieved a 23.1% area
reduction and a 15.2% power decrease. In comparison with EM, BEAM2 achieved a
51.2% area reduction and a 46.1% power decrease. In comparison with EM, BEAM3
achieved a 56.1% area reduction and a 46% power reduction. Finally, image matrix
multiplication and FIR filter applications are implemented using BEAM1, BEAM2,
and BEAM3.

Using the novel PP perforation method, Zervakis et al. [47] created a hardware-
level AM (HLAM) (PPPT). Critical mistakes in PPPT are limited and predictable and
are only dependent on the input supply. In comparison with EAM, HLAM decreased
PC by 50.2%, area by 45.3%, and critical latency by 35.2%. Finally, HLAM was
used to identify edges and calculate KMCG.

High-speed AM was suggested by Jagadeeswara Rao et al. [48]. At the reduction
stage, an HP AA with 4-2 and 8-2 AC was utilized, which improves speed by 25.1%
above the stated WTM.
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Jagadeeswara Rao et al. [49] have developed a Russian peasant AM with high-
speed AAs, with an 8-2 adder AC. Compared to the conventional RP multiplier, it
also lowers the latency by 25.2%.

Modified Static Segment AMwas developed by Jothin et al. [50] (MSSM). Using
a Significance Estimator Logic Circuit enhanced the accuracy by eliminating lower-
order important information of input operands. The proposed 16-bit MSSM saves
83.4% LUTs, 38.7% power, 24.5% latency, and 0.7% worse computational accuracy
than the current dynamic significant AM.

Garg et al. [51] present a new Leading one-bit Based AM (LoBAM) architec-
ture that chooses k-bits from n-bit inputs (k < n/4) using leading one bit (LOB)
and then computes approximation product using these tiny inputs. The precision is
enhanced even further by choosing the next k-bits depending on the LOB location
and calculating the final product using the partial product.

Rounding-based AM (RBAM1) and reconfigurable rounding-based AM are two
energy-efficient designs developed by Garg et al. [52]. (RRBAM1). Compared to the
current AM, the proposed 8-bit RBAM10 needs 59.9%t (54.7%) less space (delay).
Compared to the filter with existing AM, the Gaussian filter built using RBAM10
uses 32.5% less energy.

Strollo et al. [53] published the first thorough review and comparison of 4-2 AC
previously suggested in the literature. Then, compared to twelve existing 4-2 AC,
they created three error-efficient 4-2ACs. They evaluated the findings after analyzing
the performance comparison and developing two new AMs. Finally, they find that
proposed AMs with proposed 4-2 ACs outperform suggested AMs with existing 4-2
ACs in terms of performance.

A few recent AMswere compared byGoswami et al. [54]. Based on these compar-
isons, data route complexity reduction AM1 is the best design in terms of PC and
area, with 58% less power and 61% less space than the broken array multiplier.

Recent 45 AMs and their applications are reviewed by Jagadeeswara Rao et al.
[55]. Finally, they conclude that no recent AM does not meet both the error and
design criteria.

3 Results Analysis

We analyze all of the most recent and popular designs from 2015 to 2021 to fully
comprehend and analyze the results of a systematic literature review. These are the
conclusions reached by recent research articles. The findings of the most current
designs are shown in Table 1. Synopsys Design Compiler generated a 28-nm CMOS
cell library for CBAMandAM1 (SDC). The Cadence RTL compiler created LoBAM
andRAAM1utilizing a 65-nmPDKfile. TheSDC toolwas used to develop all current
designs, while AAMwas based on simulation results using the SAED 32-nm CMOS
library, CDAM simulates and synthesizes using standard 40-nm CMOS technology,
and the other suggested architectures were built using the 45-nm CMOS Standard
library.
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Table 1 Design parameters comparison of various AMs

AM name Word size Technology (nm) Area (µm2) Power (µw) Delay (ns)

ALMS [8] 8 45 331.44 70.1 0.68

CBAM [9] 8 28 284.32 69.678 1.63

AAM [18] 8 32 1127.08 261.53 0.85

CDAM [12] 8 40 428 0.72 0.419

ERAM [6] 16 45 2048.32 75.84 5.02

ROBAM [17] 16 45 2618.22 103 2.17

REAM [21] 16 45 1338 322.1 0.84

DRUAM [24] 16 45 5700 525 1.31

TRSAM [25] 16 45 473 32 0.95

HHREAM [29] 16 45 4153 499.8 0.75

LETAM [30] 16 45 869 80 1.45

42DAM [31] 16 45 326 154 0.48

PAM1 [33] 16 45 2158.56 503.15 0.47

PAM2 [33] 16 45 3319.20 1102.03 0.66

BEAM [42] 16 45 2066 479.9 0.94

RBAM [16] 16 45 3224 537 1.12

MSSM [50] 16 45 – 30 17.11

LoBAM [51] 16 65 3792 190.4 1.69

RBAM1 [52] 16 65 4106 3113 0.92

AM1 [53] 16 28 727 663 0318

Present Authors developedAMswith aword size of 8 and 16 are shown in Table 1.
Compared to AAM, ALMS, and CDAM, CBAM reduced the area by 75%, 14.5%t,
and 33.5% in 8-bit AM.

When compared to AAM, ALMS, and CBAM, CDAM lowered power by 99.9%,
99%, and 98.7%, respectively. Compared to AAM, ALMS, and CBAM, CDAM
decreased delays by 20%, 42.7%t, and 74.3%, respectively.

Compared to DRUAM in 16-bit AM, 42DAM reduced the area by 94.3%. In 16-
bit, 42DAM took up less space, whereas DRUAM took up more. DRUAM consumes
more power than the remaining AM and is replaced by the lower-power TRSAM,
resulting in a significant delay in ERAM and a more negligible delay in PAM1.
Performance comparison of various AMs is illustrated in Fig. 1.

Compared to the other AMs, AM1 offered less delay, as seen in Table 1. It is also
that detected MSSM less PC compared to remaining AMs.

Different AMs have been created in recent years. However, few authors have
concentrated on increasing AM accuracy to enhance DSP application performance.
In terms of error metrics, Table 2 compares the accuracy of several recent AMs. The
formulae and definitions for mean error distance (MED), normalizedMED (NMED),
and normalized error distance (NED) may be found in [56]. It describes the mean
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Fig. 1 Performance comparison of various AMs

Table 2 Error parameters of various AMs

AM name Word size MED NMED MRED NED MRE

ERAM [6] 8 28.05 – – – –

ALMS [8] 8 – 9.25 × 10–3 – – –

CBAM [9] 8 – – 0.014 0.18 – -

CDAM [12] 8 51.0 – – – –

AAM [18] 8 – 55 0.09 – –

REAM [21] 16 0.17 × 10–7 0.337 – –

DRUAM [24] 16 6.3E+16 0.0034 – –

HHREAM [29] 16 – – 0.28 –

42DAM [31] 16 2.11E+08 0.3873 0.0492

PAM1 [33] 16 – – – 1.78 × 10–2 7.63 × 10–2

PAM2 [33] 16 – – – 7.10 × 10–6 2.44 × 10–4

BEAM [42] 16 – 3.10 × 10–5 1.76 × 102 – –

RBAM [16] 16 1.3E+17 0.0069 – – 292

LoBAM [51] 16 2.9 × 107 – – 0.114 3.2 × 10–4

RBAM1 [52] 16 2.9 × 107 – – 0.114 3.2 × 10–4

AM1 [53] 16 2.61 × 10–6 4.80 × 10–5

relative error distance (MRED) and the concept of mean relative error [57]. ALMS
gives less value of NMED, and AAM provides an enormous value of NMED and
reduces the error of 54.6% of PAM2.
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4 Image Processing Applications

In AMs, there are numerous real-time applications, but we will concentrate on two of
them. ACG is a signal processing and image processing technique. The IMS and IS
techniques and the various common masks used to smooth and sharpen the picture
are covered in this section.

Table 3 uses the most recent AMs to analyze the performance of IMS with the
performance metrics such as peak to signal noise ratio (PSNR) and structural simi-
larity indexmatrix (SSIM).Wefirst created theAMsMATLABcode and then applied
it to the baseline benchmark picture of Leena with various masks. This ERAM has
higher PSNR values and lowers SSIM in 42DAM than others. Table 3 reveals that
DRUM, RBAM, and AM1 all have the identical SSIM value of 1.0. In addition,
AM1 has a high PSNR value compared to existing AMs. IS is the second applica-
tion, which employs the most recent AMs with various masks. Table 4 shows the
PSNR and SSIM values for the IS application after developing the AM in MATLAB
and the standard convolution of the primary test image with various standard masks.
Compared to the other two RBAMs, this one has a higher PSNR value.

Table 3 Performance
parameters comparison of
IMS using existing AMs

AM name Word size PSNR SSIM

ERAM [6] 8 48.3 –

CBAM [9] 16 26.7 0.9

DRUAM [24] 16 37.9 1.0

TRSAM [25] 16 30.9 0.9

LETAM [30] 16 32.3 0.9

42DAM [31] 16 – 0.6

RBAM [19] 16 43.5 1.0

LoBAM [51] 16 28.2 0.7

RBAM1 [52] 16 30.3 0.8

AM1 [53] 16 ∞ 1.0

Table 4 Performance
parameters comparison of IS
embedded with existing AMs

AM name Word size PSNR SSIM

DRUAM [24] 16 34.7 0.9

42DAM [31] 16 – 0.4

RBAM [19] 32 44.5 1

AM [53] 16 55.3 1
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5 Conclusion

We covered systematic progress in AMs and their applications in this paper. The
methods employed by researchers to enhance the design of AMs are detailed in this
thorough paper. The AM1 is, nevertheless, the optimal design option for accuracy
concerns, according to this study. However, the CDAM and TRSAM are the most
excellent options when it comes to power and delay. CBAM and 42DAM are good
options if the location is the main issue. This article also discusses the author’s IMS
and IS applications, with the IMS application providing superior AM1 and RBAM
values. In an IS application, RBAM is the superior option. This study is anticipated
to lead to significant advancements in image processing applications.
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Artificial Intelligence Technological
Revolution in Education and Space
for Next Generation

S. L. Chetradevee, K. Anushka Xavier, and N. Jayapandian

Abstract The goal of this research is to discover the various potential for the educa-
tional system using artificial intelligence (AI). The world today is dealing with AI in
different sectors. This study specifically looked into the prospects for acquiring effi-
cient and high-quality education for each student, automating administrative tasks,
including regulating adaptive student support systems. AI has been leveraged and
used in the education sector in various formations. AI initially took in the form of
computers with the cognitive model, transformed to online learning, together with
other technologies, the use of AI provides chatbots to perform instructors. Imagine
you can access your classroom from anywhere at any time through an online learning
system. These functionalities enable the education system to deal with the curriculum
effectively. Using these facilities, teachers instruct the students to desire to achieve
their goals efficiently. The primary aim of this article addresses the concepts in AI
that serve to regulate and improve the overall quality of academic performance. The
secondary aim of this article is to discuss AI involvement in the space domain.

Keywords Artificial intelligence · Education ·Machine learning · Natural
language processing · Students · Space

1 Introduction

AI is the study of any intellectual tasks incorporated into machines that typically
require human intelligence. The main contribution of AI is to give the perception
to create machines that have the ability of thinking like humans and take measures
consequently. This is pushing the boundaries of enabling the creation of new system-
atic approaches in any field globally. The abundance of machine learning has to be
preferably applied in the field of education to provide insights on fast pace learning,
other benefits for the teachers, and admin processes that make them more effective
and efficient. AI implementation can make globally connected classrooms available
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for all students from different countries [1]. This may be more helpful for students
who have hearing or visual impairments. This will also be helpful to conduct online
tutoring classes where each concept is demonstrated differently and can offer addi-
tional support to the student. The major advantage of online coaching is that under-
studies can do their course work at their claimed time and pace [2]. More humans
are involved in the department of education where one teacher should handle 30–
60 students in a classroom and they also have to complete other admin processes.
And also, exams play a vital role in education where student capabilities are graded.
Every year, students have 6 exams per semester, which means up to 12 exams per
year. This requires plenty of groundwork including preparing the question papers,
printing those, and sending the question papers to the respective classrooms in an
organized manner. This needs a lot of labour, time, and money. We live in a period
where innovation rules the world extraordinarily. The ability of AI can automate
tedious tasks, including administrative work, grading homework, preparing question
papers online, and evaluating test papers which makes teachers spend more time
competently on the individual student and assign personalized work for individuals
[3]. The impact of the pandemic in the last couple of years is the proven evidence of
howAI actively utilization increased its growth in education. The surveyofMcKinsey
Global predominantly features the importance of AI development for organizations
due to the COVID-19 crisis in the survey of ‘The State of AI in 2020’. And also,
AI applications have gotten a parcel of recognition in the recent couple of years.
The venture is to examine how different collaborators in AI identify vital concepts
that are collectively promoted and propose their incentives for doing so. And also
informative with the following questions: How much educational quality did the
students achieve during the COVID19 crisis? What AI impacted the education field?
How has AI improved to meet quality education and student retention? COVID-19
has changed our world. Most of the lectures and other classes, test-taking too went
online during the crisis [4]. A 2020 Educause survey found that more than 54% of
educational institutions used online platforms or AI remote surveillance services to
ensure an unbiased test environment for students.

2 Nature of Artificial Intelligence

The evolution of AI is very interesting and becoming interminable in advanced
technology. This is a visually striking performance in upcoming years, raising around
$126 billion by 2025. In various domains, the utilization of AI has been massively
profitable. As per the Global AI survey in 2019 substantiates in such a manner 25%
increased utilization of AI each year in business areas and 44% say AI benefits in
cost reduction. AI can significantly become more obtainable in many organizations
[5]. Not only is it effective in reducing costs, but it can also help employees solve
and automate common and complex problems. Almost the globe is embracing AI
in a variety of probabilistic approaches and diversification scenarios. Noticeably
AI enterprise is the preferable trend in many organizations. AI comprehensively
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Fig. 1 Application of
artificial intelligence

strengthens in many sectors such as Education, Healthcare, Agriculture, Finance, E-
Commerce, Gaming, Transport, social media, and the automotive industry. We will
see how few sectors involvingAI technologies predominantly. Figure 1 is elaborating
the application of AI in various sector [6].

AI healthcare is majorly used. The widespread adoption of AI in certain domains
will be successfully leveraged in future research. Following AI in Healthcare 2020
Leadership Survey Report, the current state of AI in IDN is they are planning to
deploy 33% in the future and proficient currently up to 29%. Furthermore, Academic
Medical Centre plans to distribute 44% in upcoming years and currently advanced up
to 39%withAI. The recent day space technology is also used in artificial intelligence.
There are rapid breakthroughs in AI andMachine Learning in Space. Advanced tech-
nologies have been implemented in the development and optimization of complex
processes. The distance measures in the space from one planet to another planet
will be difficult to calculate. In February 2021, NASA has taken advantage of AI to
examine the destination for the satellite before the land on Mars. In addition, NASA
is equipped with instruments such as AI smart cameras to identify obstacles or other
structures. Based on European Space Agency (ESA), AI helps in handling imaging
data that are transmitted by satellites to Earth. Over 150 terabytes of vast data per
day are generated. On the other hand, AI will optimally reduce the mission cost,
do a detailed observation on huge data, and produce accurate results. Most chil-
dren and adults play games that help reduce stress, improve problem-solving skills,
improve concentration, multitask, andmake quick decisions. AI is utilized in gaming
to give richness to the environment and predict intelligent behaviours preliminary in
NPCs. Beyond NPCs, Researchers also used generative adversarial networks (GAN)
to generate new levels in gaming [7]. GAN learned how to create a clone of PacMan
(an action game developed in 1980) released by Nvidia in 2020. In addition, GAN
gained the ability to regenerate game levels by watching 50,000 games from start to
finish.

The emerging ofAI has taken agriculture to the topmost levels. AI has been used to
forecast the weathers which helps farmers to identify the climatic changes. Based on
this analysis, they can cultivate, irrigate, harvest, and store the crops. As mentioned
in Indian express dated August 31, 2021, and titled AI for the farmer, Indian food
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tech start-ups upraised more than $1 billion in the years 2019–2020. Following that
growth of AI in agriculture is predicted globally to reach $8.38 billion by 2030,
nearly 25% widening growth when compared with 2019(this reached a calculation
of $852.2 million). As mentioned in the introduction, AI helps the education system
to be more interactive. AI continues to develop and new ways of application will
be emerged in various sectors. As many are interested and excited to invest in AI
in upcoming years. This explains how education and AI correspond to real-world
opportunities. Following Times of India survey dated April 13, 2021, and titled as
over 75% children had challenges to access education digitally: Survey reported the
primary mode of education is WhatApp which is used by 75% of people. And also
38% of students and teachers interacted by phone calls. During the COVID19 crisis,
students face this type ofmobile learning barrier [8]. Toovercomechallenges faced by
students, they are focusing on the learning spiral which leverages AI to deliver better
solutions and utility to institutions, schools, and colleges. The quality of education
is to make sure every student must have an opportunity to learn on regular basis,
supportive environment from institutions, teachers, and family. The outcome of it
will be the better knowledgeable person to establish himself/herself into the society
with ease. This might possible to achieve with the help of AI where complex things
are made easier to handle in tough situations. AI will give the flexibility in such a way
to explore multiple concepts, do multitasking, automation for regular scrap works
in the administrations, and online tutoring where the students need more learning
other than regular classes. Cloud computing is also playing a major role in online
education [9].

3 Technological Aspects of AI in Education

AI is the evolution of computers in different forms. As the field of study, AI aims to
solve cognitive problems, continuously analyse students to increase the performance
of individuals, and provide targeted training based on their interested domain. There
will be the generation of huge data to be captured, analysed, and processed by the
computer. This survey aims to discuss how techniques of AI are used to improve the
education system. AI Education can be classified based on learning strategies used
for students, automation tools used in the administration process, and intelligence
support systems for virtual labs.

3.1 AI in Administration Automation Tools

AI uses machines with modern algorithms to analyse and process data from the
real world. In simple terms, collection of datasets, analysis of data using algo-
rithms, data cleaning to eliminate non-value data, providing model training for the
machines based on the analysed data, testing the results, and deploying the successful
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outcomes of previous steps in the real-world scenarios [10]. One of the major reduc-
tion processes in administration will be calculating the student grades. This may
be deployed through the AI where the tools of AI help to grade the student perfor-
mance not only based on exams but also the behavioural performance of each student.
AI uses machine learning (ML) for grading student performance which combines
human understanding and AI statistical approach. ML can learn from the previous
grades of students to analyse the performance automatically [11]. Training the ML
by providing a huge amount of data from the real world, construct the process using
classification algorithms such as Random Forest classifier, Logistic Regression clas-
sifier, Linear Regression, Naïve Bays algorithm, and processed data can be further
classified based on a neural network which results in better solutions. The student’s
performance can be recorded in various formats like documents, records, papers
(photo scanned pictures), and other formats.Weka AI is the software that can be used
to perform the analysis using different classification and clustering. Pre-processor
in Weka import the data into the tool and do the pre-processing on it which gives
us insights on several records, the relation between the records, and help us how
to classify the students based on it. Now, the classification can be applied to the
previous outcome of the pre-processing tool. In this paper, we will discuss Random
Forest Classification (decision tree) based on previous and current semester grades.
Random Forest Classification is based on the decision trees linked with various
previous subsets. The algorithm performs calculations based on previously avail-
able grades and also current grades to provide the average results of the individual
students. The advantage of using this algorithm is to perform effectively on both
Regression and Classification tasks. The obtained result from this algorithm will be
more accurate because this could handle a large set of student data. Another tool
like Scikit-learn can be used to apply the Classification, Regression, and Clustering
algorithms. This is the python programming and open-source software. One way to
predict the student’s grades is using artificial neural networks (ANN) [12]. ANN is
based on the human neurons where billions of neurons are connected in the human
brain. In such a way, ANN is designed with nodes (like billion cells interconnected
in the human brain), then input (like dendrites), weight (like synapse), and output
(like Axon). This is represented as a weighted directed graph where the hidden layers
between the neuron input and neuron output can be classified using weights provided
for each input. This way students’ grades can be calculated not only based on exams
but also on other hidden terms. The student grades can be classified based on the
decision tree algorithm and neural networks to achieve more accurate results. The
automation of grading systems could be more advantageous in time savings, ability
to obtain accuracy on grades of an individual student using automated tools in AI.
This may help teachers could actively participate in other admin works in which
human decision preliminary necessity.
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3.2 AI in Student Education Learning System

Adaptive learning is an approach to provide the students with customized learning
achieved with the help of AI and different kinds of computer algorithms. The person-
alized learning approach is based on each student’s interests and skills. When the
students cannot understand the concepts, they need to go through them twice and
more to get clear insights on the concepts. This adaptive learning provides the flexi-
bility for the students to recall at any time from any location. This also encourages
tutors on targeted topics and visualizing in a different perspective for better under-
standing. The real-time application for Adaptive learning is the Dreambox learning
platform [13]. DreamBox is designed to implement the K-8 math program digitally
which adapts to each student and the ultimate aim to provide a personalized learning
experience. Rocketship public school is a charter school in California that uses the
Dreamboxplatform formathematical concepts. This helps the studentswith personal-
ized material for building foundations. This adaptive learning increases the student’s
grade up to 5.5% for spending only 21 h on the Dreambox platform. Carlton Inno-
vation School, a school from Massachusetts had gained the benefits of customized
learning. This increased by 17% in math proficiency for students. The cognitive
model and data analysis are used in the Dreambox which helps the agent to validate
the student performance by taking past six-week data sets and validating using a
statistical model. This feedback helps the student to track their learning, results to
develop valuable self-monitoring skills.

Machine learning (ML) comes into the picture when we talk about the predictive
modeling approach [14]. ML is the subset of AL. The machine learns from the envi-
ronment data sets and predicts the future data sets based on the predictive approach.
ML takes the input data sets (huge amount of data) from experience, applies the
ML algorithm to train and learn from data, builds the logical model to predict the
new data which the output results. ML involves solving complex problems in a short
amount of time, finding the pattern to get useful particulars from the given data sets.
Cross-validation is a technique in the ML used to validate and compare the perfor-
mance. ML cross-validation tests the training data sets which involve the basics steps
as follows reverse the dataset of a particular input to get the validated set, use the
training dataset to provide the training to themodel, and cross-check the performance
of the trained model using the validated set. The validation test can be performed on
either one or more datasets. This provides the accuracy of the input datasets based
on predictions. As discussed, the adaptive learning plan prioritizes the student goals
to increase personalized strength, skills, and positive attitude towards society with
the support of AI predictive models.
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3.3 AI in Intelligent Support System

The intelligent support with the help of AI assists the student to proficient in the
language and also significant growth in academic performance. Natural Language
Processing (NLP) gives the space to improve the writing skills of each student. NLP
is the technology used by machines to analyse and interpret human languages. NLP
is part of AL, human language, and computer science [15]. From the name itself, we
can understand NLU which helps the machines to understand the natural language
spoken by humans. NLU extracts the datasets in the form of keywords, relations, and
semantic roles. Whereas, NLG is converting the computer language to the natural
language. Mainly involves text realization of computerized data to get a natural
representation of language. The real-world application of NLP is e-rater. NLP is an
effective way to process the linguistic input and convert it to natural texts, sentences
that are understandable by humans. E-rater uses the NLP as schema to analyse the
student’s essays and provide feedback. One best way to evaluate essay writing skills
gives holistic grades based on the construction of sentences, and grammar. The results
provide constructive feedback on the usage of words, grammatical construction,
and sentences composition. NLP is applied in many fields such as laboratory, e-
learning, spam detection of unwanted mails, personal assistance, speech recognition,
and chatbot. Remind was the most downloaded chatbox in 2018 with 11+ million
installs. Remind is the chatbox used in the education community to stay connected
with school from anywhere. This keeps the files private and helps to translate them
into more than 90 languages. This way student succeeds to communicate lively in
the class community.

4 Technological Aspects of AI in Space

Space getting crowded and it is necessary to solve a more complex environment.
In space, there are various orbits, planes, and many objects that move around these
orbits and planes at different speeds. TheAI systemhelps identify solutions in various
aspects, such as identifying the potential target,making decisions, preventing security
threats, defending space resources, mission planning, spacecraft maintenance, and
many more. AI solutions provide an opportunity for enhancing space missions. This
survey aims to discuss how techniques of AI are used to improve the space.

4.1 AI in Space Healthcare

Astronauts play an important role by assisting as commanders on the spacecraft.
Astronauts are the trained person who will be deployed to space flight. Monitoring
the health of astronauts provides important standards for managing the risks involved
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in space exploration. In low Earth orbits, there are opportunities considering medical
care in space. In such emergency situations, it is necessary to use the advanced
development of AI in Space Healthcare. AI intelligent systems are already being
applied to medical fields. The machine needs large datasets to execute various tasks
with high accuracy. Weak AI is the type of AI which is used to carry out smart tasks
for precision. Weak AI is also known as narrow AI stimulates human cognition and
provides the benefits of automatic time-consuming tasks without human interaction.
The limitation of weak AI is that it can only be applied only to certain intelligence
tasks and not general intelligence tasks. The intelligence system is used to predict
the probable health risks by utilizing the learning algorithms of AI. There are many
challenges for the development of AI in Space Healthcare that is entirely different
from AI in regular Healthcare. The usual quantities such as temperature, oxygen,
and others are taken into consideration to determine the medical health risks of a
person. In addition to these quantities, the challenge is to verify the variation of
gravitational attraction when the astronauts are exposed to the outer space and to
review medical history, stimulates including changes in performance. The datasets
available to train Weak AI for space healthcare include classified data, unclassified
data, In-flight data, environmental data of astronauts. These are the special type
of datasets provided to train and analyse. This helps to classify the information
of the medical history of astronauts and sometimes may not be appropriate where
the datasets are not completely from space environment. The resultant data will be
provided to the formal astronauts, commercial astronauts and space tourists. Medical
risk model of a mission and space principles to be concerned while providing the
space healthcare with propose driven intelligence system.

4.2 AI in Space Mission Planning and Operation

Designing a new system architecture with unstructured data is difficult to fully auto-
mate with AI. System design includes a creative and innovative process that must be
designed with the help of humans. AI intelligent assistant makes it easier to mission
planning and deployment [16]. AI specialized assistance helps to answer complex
querieswith reliable informationwhich provides the knowledge for early design plan-
ning of new space missions. Daphne is the real-time example for intelligent assistant.
This helps the system engineer to design the early phases of designs and makes jobs
easier by providing the relevant information. AIKO, an Italian start-up company
has developed MiRAGE, a software library used to facilitate operations for space
missions.Machine learning algorithms that combine the natural language processing
(NLP) and speech recognition to enable AI assistant [17]. Speech recognition is the
method of converting the audio voices to text. The first step, the intelligent assistance
receives the audio voices of the person questioning the intelligent device and trans-
forms them into a signal. These signals transform analog to digital, yielding digital
text. This speech recognizer work depends on the Hidden Markov Model (HMM).
HMM is used to divide the signals within some microseconds and is only based on
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a statistical model which does not change over time. The output of HMM is in the
form of vectors and helps in decoding from speech to text. Neural network, another
technology of AI can be used here to overcome the time taken to process speech using
HMM. Neural network is the deep learning concept which helps to find the hidden
states between the input and output data by allocating theweights through an iterative
process. Neural networks reduce unwanted audio signals by recognizing unnecessary
speech and preventing its processing. This reduces the time for computing the speech
signal. The second step, the converted digital text data is being processed through
NLP. NLP pipeline helps to analyse the sentences and provides the relevant infor-
mation based on the analysis. This relevant information answered by AI assistant is
used in early design systems which helps to plan for a space mission. In 2018, The
German Aerospace Centre (DLR) has successfully launched the AI assistant. This
AI assistant performs the daily tasks and is supported as assistance to its astronauts
in International Space Station (ISS). Crew InteractiveMObile companioN (CIMON)
is developed as a fully voice controlled system. CIMON can act as humans, such as
seeing, hearing, speaking, understanding, and even flying. CIMON is replaced with
its successor CIMON2. CIMON2 is now onboard the International Space station for
3 years. CIMONwas returned after 14 months in ISS. Therefore, AI assistance helps
to do daily activities and act as a security system in the absence of humans.

4.3 AI in Space Predictive Approaches

Predictive analytics provides information onwhatmay occur in the future. This infor-
mation helps to handle situation of failure of any parts in spacecraft or to predict the
state of the spacecraft [18]. Livingstone 2(L2) is a satellite which uses anAI system to
operate complex environment with minimal human supervision. This also detects the
most likely failure and recommends operations to fix failure system. The successor
of Livingstone 2 is Livingstone 3 (L3). L3 uses the advancement model approach
to predict the state. There are three main components in L3 namely system model,
constraint system, and candidate manager. The first component, systemmodel which
stores the current system design and is responsible for tracking the constraints that are
valid at any given time. The second component, constraint system tracks the overall
system based on constraints. This step gets the constraints from previous system
model and finds the differences of uncertainty. These observations are propagated
to candidate manager which generates the faults information of the particle. These
uncertainties are classified based on the Naive Bayesian algorithm. Naive Bayesian
algorithm is the type of classification algorithm in AI model [19]. This algorithm
is used to track and predict the particles based on the distribution probability. The
key benefit of this method is that it does not require the training set, and is faster
to predict with the real-time data based on the probability. The utilization of data-
driven approaches are being used in space where the flight time series are analysed.
This analysis helps the space engineer to take corrective measures for planning and
scheduling the spacecraft. For data-driven approaches, the training sets are used to
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analyse. Inductive monitoring system (IMS) is the software which utilizes the past
data and learns based on machine learning algorithms. IMS automatically analyse
the anomalous behaviour for which clustering algorithms are used. The clustering
algorithm is a machine learning model. This algorithm classifies the mission data
based on the groups with feasible similarities in a group, and with less or no simi-
larities in another group. This algorithm is purely unsupervised learning and not
based on any labelled dataset. K-means is the type of clustering algorithm that is
successfully tested with the space data from past missions. This clustering algorithm
is used in the VLFD05 satellite and resultant data is used for statistical analytics. The
resultant data classified to find the relation between the trend of the parameters and
fault occurrence by inferring with association rules. Therefore, this way the training
dataset is used to predict the fault occurrence that may occur in the future.

4.4 AI in Space Communications

As space data increases, the necessity of using AI techniques increases. Initially,
the National Aeronautics and Space Administration used the human controlled radio
systems for space communication. The National Aeronautics and Space Adminis-
tration (NASA) is the independent federal government of the US responsible for the
space program and space exploration. As space data increases, NASA changed the
human controlled radio system into AI-based cognitive radio systems. This network
is more reliable and increases the efficiency in communications. With the use of AI
and machine learning, satellites make real-time decisions without waiting for human
commands [20]. The cognitive radio model finds the white spaces in the communica-
tion bands. These white spaces are already licensed, but currently unused segments
of the spectrum in the communication band. This model uses these inactive segments
until the primary user becomes active again. With the help of ML algorithms, this
cognitive network could suggest the other possible white spaces to communicate.
This minimizes the delay time in communications and maximizes the use of limited
bands available by decreasing the need for human intervention. Therefore, the ML
algorithms work in such a way to analyse and train the machine to suggest the new
band or available bands for more effective communications.

5 Conclusion

Artificial intelligence and its educational application provide an efficient solution to
various complex problems which results in improvements in the academic perfor-
mance of every individual student. Education is the zone where intellectual skills are
improved based on the teaching culture, academic environment, and extracurricular
activities. The ability of AI enables students to develop in all aspects and create a
positive learning environment, thus providing a high-quality education for all. The
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ability to automate frequent tasks and grading system which saves teacher’s valuable
time. All these effective tools and techniques can be utilized to implement the frame-
work for the education industry and we may experience an AI-powered education
sector if this is completely implemented. The space sector is dealing with space in
healthcare, space in communication, space mission planning, and space predictive
approach. The future study is mobile remote education using edge computing, real-
time analysis, and virtual personalized assistant. The cost factor should be taken
into account while performing any task. The comparisons will be made based on the
cost for a daily transportation from home to school/ institutions, time-saving while
learning remotely, to access library and labs from anywhere with the help of VR,
Virtual labs technologies to get the lookalike to feel.
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Frame Duplication Detection Using
CNN-Based Features with PCA and
Agglomerative Clustering

Neetu Singla, Sushama Nagpal, and Jyotsna Singh

Abstract In a court of law, surveillance videos and recordings are the major sources
of evidence for any incident or crime. With a simple video editor, the reality could
be easily manipulated. This introduces the challenge of verifying the authenticity
of contents before they may be used in any critical application domains. In this
paper, a video forensic technique is proposed to detect frame duplication forgery in
surveillance videos. The proposed technique utilizes convolutional neural network
for integrity embedding generation andmatching, for video frames duplication detec-
tion and localization. Through this work, we compare the efficacy of various deep
learning models in generating true embeddings of surveillance footages. To perform
experiments a dataset of over 100 authentic and 300 forged, high-resolution HEVC-
coded video clips is prepared from surveillance clips. Experimental results indicate
that the proposed technique is a good replacement of traditional hand-crafted and
compression domain feature-based approaches.

Keywords Video forensics · Frame duplication · CNN · PCA · Agglomerative
clustering

1 Introduction

With the advancement of technology smartphones, video recorders, and surveillance
cameras are increasingly commonplace in many facets of daily life. In a city, offices,
houses, roads thousands of cameras are collecting a huge amount of video data for
monitoring purposes. These videos are crucial in providing convincing evidence
in a court of law [1]. Video editing applications, such as Windows Movie Maker,
Adobe Photoshop, Avidemux and Adobe After Effects, can effortlessly manipulate
the reality. As a result, video forensics studies are being conducted to detect fake
media from authentic content.
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Fig. 1 Top row shows selected frames of an authentic video. Bottom row shows a frame duplication
forged video. Frames depicting a person’s arrival have been copied from same surveillance video
and incorporated at incorrect position

Frame duplication is considered to be the most undetectable type of forgery. It
is a manipulation in which a sequence of frames is copied from a video and placed
into the same video at a different timeline. In a real-case scenario, frame duplication
forgery could be used to fabricate an individual’s presence at a location in an incorrect
time. This scenario is depicted in Fig. 1 using an office surveillance footage. If such
an altered video was used in a criminal investigation, then authorities could be easily
misled.

In recent years, deep learning methods have experienced enormous success due to
its strong potential to automatically learn features for large-scale visual data. Existing
forensic methods rely on extracting hand-crafted features from video data. However,
when dealingwith large amounts of surveillance data, thesemethods become imprac-
tical due to low accuracy rates and significant computational complexity. The goal
of this research is to look into the performance of various deep learning models for
detecting frame duplication on huge surveillance dataset.

The rest of the paper is organized as follows. In Sect. 2, we discuss the related
work for frame duplication detection. The proposed approach has been described
in Sect. 2.4, and in Sect. 3 dataset and experimental results are presented. Finally,
discussion and conclusion is provided in Sect. 4.

2 Related Work

Many approaches to frame duplication detection has been proposed in literature.
These can be classified into three categories: discontinuity in correlations, similarity
in statistical features and deep learning-based approaches.
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2.1 Discontinuity in Correlation-Based Approach

In videos, a strong temporal correlation exists between adjacent frames. This corre-
lation is disrupted when a frame sequence is duplicated between two frames. Authors
in [2–4] exploited inconsistencies in correlation distribution to detect a tampering.
Some authors extracted texture-based features such as, Zernike opponent chromatic-
ity moments (ZOCM) [2], local binary pattern (LBP) [3] and Haralick features [4]
to find the correlation between adjacent video frames. Huang et al. [2] utilized the
difference in ZOCM between neighbouring frames to extract abnormal locations.
However, this strategy does not work well for videos with a dynamic background.
Fadl et al. in [5] extracted features from the compression domain. Authors analysed
anomalies in spatial energy and temporal energy computed from the residues of
MPEG-coded video stream. When the entire GOP or a multiple of a GOP is dupli-
cated, the compression-based features cannot anticipate the discontinuity points.

2.2 Similarity in Statistical Feature-Based Approach

This category of algorithms extracts hand-crafted features such as SVD, SIFT, HOG
from each frame of video and assesses them using a distance metric. Authors in
[6] extracted singular value decomposition (SVD) features from each frame and
computed Euclidian distance between a reference frame and other frames in a sub
sequence. SIFT characteristics were used by several authors [7–9] to detect dupli-
cation. Ulutas et al. [8] presented a Bag of Word (BoW)-based technique in which
each frame of the test video is analysed for SIFT key-points and descriptors. Tomake
visual words, these descriptors are quantized. BoW features are formed by combin-
ing the frequency of visual words, and these features are then utilized to detect frame
duplication attacks. The approach, however, does not function well in static scenes.
To detect frame duplication forgeries in MPEG 4 video, Kharat et al. [9] suggested
a two-stage approach. In the first stage, the motion vectors for all of the frames
are obtained in order to categorize suspicious frames. The SIFT features of each
frame are calculated in the next stage, and the ultimate decision to detect duplication
forgery is made. In [10], Fadl et al. utilized an edge change ratio (ERC) algorithm
to partition a video into variable length shots. Texture feature vectors are computed
for each frame using Grey-Level Co-occurrence Matrix. Finally, the average feature
vector of each shot is examined in order to identify duplicated shots. Mohiuddin
et al. [11] employed the structural similarity index measure (SSIM) to evaluate the
similarity between consecutive frames. Further, a searching technique was utilized to
detect and locate duplicated frames. However, similarity-based techniques become
inefficient when the duplicated frames go under basic image manipulations.
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2.3 Deep Learning-Based Approach

Long et al. [12] employed I3D network to extract features from digital videos com-
prising both temporal and spatial information of video segments. A ResNet-based
Siamese network was used for fine level correspondences between individual dupli-
cated frames. On the VIRAT dataset, they were 84.05% accurate, while on the MFC
dataset, they were 85.88% accurate. Recently, Munawar el al. [13] proposed a deep
learning approach that integrates the functionalities of 3D-I3D model with Siamese-
based RNN (recurrent neural network). The proposed method has an accuracy of
86.6% with the VIRAT dataset and 93% with the MFC dataset. Bakas et al. [14]
introduced a motion vector analysis-based deep learning solution for detecting inter-
frame forgeries in videos. However, they have not taken the advantage of CNN’s
ability to extract features from visual input.

Different from the existingmethods for video forgery detectionwhichmainly used
hand-crafted features or correlations under compression domain, we take advantage
of convolutional neural networks to extract global features as frame integrity embed-
dings, for frame duplication detection and localization. Further we analyse and com-
pare some pretrained deep leaning models, to test their feature learning ability for
the proposed task.

2.4 Proposed Methodology

Embeddings are the representation of the visual data. Convolutional neural networks
(CNNs) have been capable of learning resilient feature representations, allowing
images with the same original content to appear close to each other in the embedding
space, despite being modified using a set of image manipulations. Various computer
vision tasks are performed using CNN-based feature representation learning such as
semantic segmentation, object detection, style transfer and medical image similarity
work. Surveillance videos generate huge amount of data every day. As per our knowl-
edge, very few work has been done to visualize this data using CNN-based feature
descriptions for duplication forgery detection. The proposedmethodology is based on
three fundamental components: CNN-based feature extractor, feature dimensionality
reduction and agglomerative clustering for detecting duplicate frames. The flowchart
of our proposed approach is shown in Fig. 2.

2.5 CNN-Based Feature Extractor

An input video is partitioned into frames. These frames go through a pretrained CNN
model which outputs an integrity embedding for each frame. In proposed work, a
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Input:
Suspected Video

Frame Extraction Rescale Frames
CNN-based
Embedding
Generation

Dimension Reduction
(PCA)

Agglomerative
Clustering

Output:
Duplicated Frames

Fig. 2 A flowchart of proposed frame duplication detection approach

variety of baseline networks are examined namely, VGG16 [15], ResNet50 [16],
Inception V3 [17] and Xception [18].

2.6 Dimensionality Reduction

The process of dimensionality reduction is critical for reducing computing time and
storage. PCA converts image data from high dimensionality to low dimensionality
based on the most significant aspects. Here we make use of PCA to reduce the
dimensions from range of 104 to merely 2. This preserves the linearity of features
between various points, allowing us to use distance as a metric in the following steps.

2.7 Agglomerative Clustering

After feature extraction and dimensionality reduction, the next step is similarity
analysis. Agglomerative clustering is applied on principal components to obtain a
relationship between frames. Small clusters are easily identified using agglomerative
clustering. We select clusters with minimum variance or variance below a decided
threshold and classify them as duplicates. It also allows us to work in cases where
same frame is duplicated multiple times. To facilitate the interpretation of frame
relationships, plots depicted in Fig. 2 were obtained for each baseline network.

3 Experiments and Analysis

3.1 Dataset and System Requirements

To conduct experiments, a self-collected video dataset is utilized. Videos were shot
at various surveillance sites, using iPhone XS smartphone. The videos were high res-
olution (1920× 1080), HEVC coded with a frame rate of 30 fps. These videos were
divided into non-overlapping sequences of 200 frames each. In order to generate
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forged videos with frame duplication tampering, we randomly select a sequence of
25 frames, and then re-inserted them into the same source video. X265 video codec
libraries were used to generate the manipulated video corpus. Experiments are per-
formed using Google Colab with GPU support. Following Python libraries are used
in the implementation: OpenCV, Scikit-learn, TensorFlow, Numpy and Matplotlib.

3.2 Comparison of Pretrained CNN Models

Table1 presents the comparison of features for various pretrained models: VGG16,
ResNet50, Inception V3 and Xception. The comparison is performed in terms of
input frame size, layer at which features are extracted, output embedding vector
dimension and feature extraction time per frame.

3.3 Frame Duplication Detection Results

A performance of various baseline CNN models in terms of detection accuracy and
model execution time is depicted in Fig. 3. Figure 4 graphically depicts the frame
duplication results on a test video using all four proposed models. The x and y-axis
of plot shows the two principal components generated after dimension reduction.
Each frame is represented by red colour on plot. The blue coloured line connects the
consecutive frames. The frames which are duplicated will be overlapped or nearly
located in space. Duplicated frames aremarked by light blue colour.With an accuracy
of 94.9%, the Xception Model was the most accurate, while the Resnet50 network
architecture took the least amount of time to detect forgeries. Table2 compares
the performance of proposed approach with other feature extraction architectures
including compression based and hand-crafted features based.

Table 1 Comparison of the various baseline CNN models

Model Input frame
size

Output layer Feature
dimension

Extraction
time

VGG16 270× 480 Block5_pool 61,440 10.6

(MaxPooling2D)

ResNet50 270× 480 Conv5_block3_out 276,480 101.5

(Activation)

Inception V3 270× 480 Mixed10 186,368 18.8

(Concatenate)

Xception 270× 480 Block_14_sepconv2_act 276,480 20.1

(Activation)
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Fig. 3 Comparison of baseline CNN models for frame duplication detection in terms of accuracy
and time consumption

Fig. 4 Frame duplication detection

Table 2 Comparison of frame duplication detection approach with others

Method Execution time Detection accuracy

Wang and Farid [19] 294.67 0.658

Lin [20] 140.6 0.940

Yang [6] 0.58 0.91

Proposed 0.175 0.94
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4 Conclusion and Future Work

We presented a novel approach for frame duplication detection in videos using CNN-
based integrity embeddings. We analysed the effectiveness of four well-known CNN
models for image-representation learning on surveillance data. We have shown how
these characteristic embeddings may be tailored to effectively detect duplication in
a video. We prove that CNN-extracted features are robust and can be successfully
applied to duplication detection. In future work, we will investigate whether our
system can be further improved by utilizing video embedding generation techniques
or a substitute distance metric.
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Detection of MA Based on Iris Blood
Vessel Segmentation and Classification
Using Convolutional Neural Networks
(ConvNets)

S. Karthika and M. Durgadevi

Abstract Deep learning and artificial intelligence (AI) play a vital role in the
biomedical field for segmenting and classifying various diseases. By the use of AI,
highly precise and efficient systems can be developedwithwhich doctors can identify
and diagnose diseases at an early stage and without the extensive resources available
in specialist clinics. The detection of MA in fundus images remains an open problem
in the medical imaging process due to the poor reliability (with existing detection or
deductionmethods). Detection of diabetic retinopathy in earlier stages is essential for
preventing blindness. Detection of microaneurysms (MA) is the initial stage in DR,
which is present in the retina with a slight swelling on both sides of the blood vessel.
The detection of MA in fundus images remains an open problem in the medical
imaging process due to poor reliability. Convolutional neural networks (ConvNets)
can achieve an accuracy of 98.358% in the detection of the microaneurysms using
publicly available Kaggle datasets. This paper tends to list the various strategies and
methods used to detect microaneurysms using ConvNets.

Keywords Deep learning · Retinal images ·Microaneurysms · Diabetic
retinopathy · ConvNets

1 Introduction

When diabetic blood vessels in the retina are destroyed, diabetic retinopathy (DR)
occurs. DR is a major cause of vision loss worldwide if not properly treated [1].
The fundus disease is diagnosed, and then, the patient’s condition is evaluated. DR
detection is slow and tedious and may cause more errors. More than 80% of new
cases can be reduced with correct eye care and treatments. Diabetic retinopathy is
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classified according to the degree into five classes (0–4), namely 0—normal, mild—
1, moderate—2, severe—3, and proliferative or disease-free—4. Identifying DR is
difficult due to delaying results leading to misunderstanding and processing delays.
Doctors can detect DR by the presence of vascular abnormalities associated with
lesions caused by the disease. Different types of symptoms include MA, vascular
blood loss, abnormal growth in new blood vessels, and damage of nerves [2]. Due
to the lack of medical resources and a high number of diabetics in some areas,
many patients affected by DR are unable to diagnose and treat patients on time.
This lag of diagnosis extends into a patient’s treatment, thereby causing loss of
irreversible vision and even consequences of blindness. For a long time, people have
recognized the need for a comprehensive and automated DR detection method, and
great efforts have been made in the past to classify images and models. This study
aims to provide a model for diagnosing diabetic retinopathy that automatically learns
the features critical to diagnosing the disease stage without manually extracting
the features. In the first phase of diabetic retinopathy, there will be virtually no
differentiation in the tissue layer to be determined, but the delay in DRwill be severe
and result in visual loss. Diabetic retinopathy is classified by its features such as
microaneurysm, hemorrhages, and bleeding in red lesions such as hard exudates and
soft exudates. When a blood clot forms in retinal vessels, a patient’s first sign of DR
is a microaneurysm. Hemorrhages can occur if microaneurysms are not addressed.
If the condition is not treated promptly, exudates may form on the retina, resulting
in permanent vision loss or impairment. Consequently, the microaneurysm (MA) is
the initial symptom of diabetic retinopathy; here, non-contrast images of the retina
are used for screening and periodic examination.

Early detection through regular screening is recommended in patients with
diabetes to prevent visual disturbances and loss of vision. Itmust be checked annually,
which is an important task for ophthalmologists. It is therefore important to develop
an appropriate automated DR screening quality system that not only reduces the
workload of the ophthalmologists but together improves detection accuracy. Many
analytics teams develop methods of detecting MA using machine-driven techniques.
This paper compares the many ways to automatically detect diabetic retinopathy
based on parameters such as sensitivity, specificity, accuracy, and mean square
root. The purpose of this study was to review the literature used to detect diabetic
retinopathy and provide researchers with a comprehensive resource on commercially
available methods to detect diabetic retinopathy. Figure 1 shows the different stages
of lesions’ images.

Because automatic DR imaging may detect DR at an early stage, it is a useful tool
to delay or prevent vision damage, and early detection and treatment are essential.
Thesemethodologies can be summarized by saying that deep learning technology has
transformed the field of many academics who are particularly interested in the use of
convolutional neural networks (CNNs) for image classification. These features and
blood vessels are segmented and classified in this field of research. There has been
tremendous improvement in the classification of DR fundus images using natural
image classification techniques and new research.



Detection of MA Based on Iris Blood … 395

(a) Mild                            (b) Moderate                                   (c)  Normal  

(d) Proliferate                          (e)  Severe  

Fig. 1 Sample images of lesions in the fundus

The purpose of this paper was to categorize the fundus image to do an automatic
DR diagnosis, so that real-time classification of the patient condition may be accom-
plished. Rather than relying on the doctor’s skill and manual operation to diagnose
and treat DR, this system does it in an automated and highly accurate manner [3].
With the help of several image preprocessing methods, it extracts many significant
features and classifies them into five classes of datasets that are analyzed using CNN.
For each model, its sensitivity, specificity, accuracy, and mean square root (MSR)
are determined. For example, augmented data will increase the training examples
and normalized data will reduce noise to accurately predict the finest image dataset
to train for our model. This paper is divided into the following sections. Section II
discusses the related work of ConvNets. Section III shows how to preprocess the
fundus image and introduces the methodologies used in CNN and Kaggle datasets.
Section IV contains the experimental data and analyses. Lastly, Section V addresses
the conclusion.

2 Relative Work

There have been numerous studies that have attempted to detect and segment lesions
in fundus pictures automatically or to create numerical indices. According to Shahin
et al. [4], a technique was established to characterize iris fundus images as prolif-
erative diabetic retinopathy present or not present. Entropy and homogeneity were
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extracted via morphological processing in addition to pathological characteristics
including blood vessel area and exudates. Incorporating the variables into a shallow
network, a sensitivity of 88.01% and a specificity of 100% are obtained.

Jaafar et al. [5] have developed an algorithm that uses a top-down approach to
identify and evaluate hard exudates and a polar coordinate system that is focused on
foveal location. On a limited sample of 236 fundus images, it is 93.21% sensitive.
More than90%accuracy is achievedbyusing the random forestmethod [6] developed
by R. Casanova et al. In addition to the number of microaneurysms, human retinal
images graded by specialists can influence the outcome.On three benchmark datasets
[7], the trained support vector machine (SVM) attained a 93% accuracy rate. On the
other hand, in a study [8], texture features from a local binary pattern were used to
detect exudates and the classification accuracywas reported at 96.7%.Abootstrapped
decision tree [9] was used to classify fundus images in a second dual classifier model.
Creating two binary vessel maps involves reducing the number of feature vectors.

For vessel segmentation, Wang et al. [10] extract image features using a CNN
model (LeNet-5). There are certain drawbacks to these methods. The accuracy of
the data collection cannot be guaranteed because the characteristics are extracted
manually and empirically. As a second issue, the dataset is short and of poor
quality, with only a few hundred or possibly a few dozen fundus images, relative
to the collection environment, making it difficult to compare how well an algo-
rithm performs in an experiment. Krizhevsky [11] in 2012, the AlexNet architec-
ture was introduced to improve performance, and to increase the use of DCNN
in computer vision. After proposing several excellent CNN architectures, such as
VggNet [12, 13] and GoogleNet [14], ResNet [15] was proposed in 2015 as one of
the key network models to further improve the performance of CNN image classifi-
cation. Finally, it provides automatic and accurate identification to minimize visual
loss by utilizing learning transfer to shorten the time and compares the performances
with GoogleNet, AlexNet, VggNet, and ResNet. There are several improvements in
our method’s convergence time and classification performance for big experimental
datasets compared with earlier methods.

3 Model Description and Methodologies

This section explains the flow of work, steps, and methodologies used in detail in
the following.

3.1 Workflow Model

The DCNN architecture uses enlarged images of the input taken and performing
data argumentation is the first step. Preprocessing is the next stage that is used to
enhance and resize the input image. RGB images are compressed into three channels
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called red, green, and blue. RGB image can be achieved by dividing input images
into three channels, and mainly, green channel is used to remove noisy contents in
the image. The blue channel contains low contrast and does not include much data
information. Blood vessels are visible only in the red channel. The extraction of the
green channel is segmented according to region growth, and statistical and geometric
features are extracted. The growing area approach is a bottom-up method, and it is
the opposite of the partitioning and combining approach. Then, a machine learning
classification called ConvNets is used to capture microaneurysm (MA)with different
DR stages, namely normal—0, mild—1, moderate—2, severe—3, and proliferative
or disease-free—4.

This study aims to detect stage I diabetes in the retina and is based on MATLAB
graphical user interface (GUI). Each of them consists of an m-file and a figure file.
These are programmable files that contain image information. Figure 2 shows the
overall workflow of the method.

Fig. 2 Overall workflow
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3.2 Steps to Detect the Stage-I Microaneurysm in DR

Input:  Retinal Dataset 
Output: Microaneurysm present or not 
Step 1: Let Number of datasets=D, Number of trained sets =T 
Step 2: For each dataset 
    For 1 to n do 
 Randomly select data from the training dataset 
Let O =Input image, R1=Resized image 
Step 3: Perform green channel extraction for the input image using RGB function 
Step 4: Convert green channel to Grayscale image 
Step 5: For blood vessel detection 
      do 
       Perform image approximation in fundus image using canny detection 
else 
Repeat the steps until the stopping criterion 
end 
Step 5: For image segmentation 
      do 
       Perform region growing function in R1 and display 
          Fundus image is visible with a dot of microaneurysm detection 
else 
Repeat the procedure until the stopping criterion 
Step 6: For hog feature extraction 
        Calculate the mean, standard deviation, entropy, and mean square root 
Step 7: For classification using CNN 
if O == 1 display 
Mild Microaneurysm is present 
else 
Microaneurysm is not present 
Step 8: end-all 

3.3 Data Preprocessing and Methodology

Datasets and Preprocessing. Our datasets were used from the publicly available
Kaggle [16] website. These datasets are rated by professionals according to five
classes (0–4) which include high-resolution retinal images. The split ratio used for
training and testing data is 80:20 using MATLAB. The datasets contain more than
2537 high-resolution RGB images with multiple varieties of imaging with a reso-
lution of about 3500 × 3000. Table1 shows the distribution of input datasets which
consist of four labels in a range from L0 to L4 which denote normal, mild, moderate,
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Table 1 Distribution of
original data

Label Class No. of images

L0 Normal 512

L1 Mild 698

L2 Moderate 530

L3 Severe 497

L4 No 300

Fig. 3 DR data collection and annotation

severe, and no DR, respectively. Figure 3 shows the normal DR data collection and
annotations using the classes from Table 1.

Preprocessing is a key process on the way to progress image resolution, and the
outcomes can be used as training data with five classes. Due to noisy data and a
restricted amount of datasets, stabilization techniques and data augmentation are
used for preprocessing. In addition, the fundus image is cropped to a lower size to
minimize the irrelevant parts. Preprocessing is to improve the quality of the images to
confirm the dataset is consistent and has relevant characteristics. High brightness, low
contrast, and noise are invariably present in fundus images of the retina, which has
serious implications for the DR diagnostic process as well as the automatic detection
of lesions, especially in MA [17]. The calculations were selected based on written
suggestions for medical image processing. In digital graphics and images, resizing
an image refers to changing the size of a digital image. In video technology, enlarging
digital material is thought of as increasing or improving the resolution. To ensure
that machines learn actual DR properties rather than device-specific information, the
fundus images should be processed from various bases and converted into a standard
setup using the below procedures:

Standardization of Size. Reducing or resizing various images to a similar measure
is the primary step, and the fundus areas in different images have the same diameter.
As soon as the images are added horizontally and vertically, the black borders on
each side of the fundus image are removed. The images are then resized according
to a set of parameters.
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Regularization of Shape. Some images are complete circles; however, others may
lack the top and bottom margins. The circle’s edge is also detected by numerous
systems. To unify the structures of these photographs, it uses a mask that covers the
biggest common region of all images frommultiple sources [18]. Figure 4 shows the
original input image used for detection of DR, and Fig. 5 shows the resized image.
Whenever you resize a graphic image, you must generate a replacement image with
the closest or lower range of pixels.

RCB to Grayscale Extraction. After each image is preprocessed, its color needs
to be converted into an RGB image. This is achieved by dividing the retinal image
into three channels and using one channel called the green channel, to provide accu-
rate information. The blue channel is difficult to distinguish and contains less infor-
mation. The blood vessels are only visible when the red channel is extracted. The
original image (RGB) is converted into the corresponding color space for further

Fig. 4 Original image of iris

Fig. 5 Resized image from
original image
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processing. The color change is done after standardizing each image here, and the
color modification method is simple: It converts each of an iris image’s RGB chan-
nels to a pre-calculated mean and deletes standards greater than 255 as shown in the
following [19]:

Rx = minimum {Rx/mean(RC) · r1, 255} (1)

Gx = minimum{Gx/mean(GC) · g1, 255} (2)

Bx = minimum{Bx/mean(BC) · b1, 255} (3)

where r1, g1, and b1 from Eqs. (1), (2), and (3), respectively, are mean standards
estimated across 2000 fundus images takenwell with illuminations: RC, GC, BC.Rx,
Gx, and Bx represent individual pixels in each channel. For each channel, the total
input values are almost similar for various iris images, providing different learning
models such as neural networks that have a more constant range of input. As shown
in Fig. 6, firstly the image is converted to a green image to enable the blood vessel
segmentation. In visual inspection, the optic disk and the background in the green
channel formahigh contrast, and in Fig. 7, the green image is translated into grayscale
for normalization purposes.

Image segmentation and feature selection. Image segmentation is a technique
that divides an image into one or more groups of segmented pixels (also called
superpixels) [20]. Themain purpose of segmentation is tomake the imagemeaningful
and simpler. In particular, image segmentation is a process of labeling every pixel
in the image so that pixels with the same label have common attributes. Image
segmentation is usually done to define objects and boundaries such as straight lines

Fig. 6 Green channel
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Fig. 7 Grayscale image

and curves in an image. To do this, Antal et al. [21] used contrast-limited adaptive
histogram equalization (CLAHE).

In CLAHE, each neighborhood pixel is exposed to a contrast limit, which prevents
the noise from over-amplification. Two-level DR images were segmented using
histogram-based segmentation [22]. An image is segmented into regions where each
pixel has a color-to-one relationship with the principal colors in the image at the
first level. Histograms (H) are formed in phase one, and there is no comparison
between the little H peaks and that of the variable. Second, for each segmenting
region based on size merging is done to reduce the segments in images. Figure 8
shows the approximation in blood vessels with a black and white display, and Fig. 9
shows the approximation in the fundus image.

The selection of features starts from the first measurement datasets, and the values
obtained are information rich rather than redundant,which is conducive to subsequent
training and generalization stages. The feature extraction is called reduction. The

Fig. 8 Approximation in the
region growing
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Fig. 9 Approximation in the
fundus image

oriented gradient histogram [23] is used in image and image processing to recognize
objects. The technique counts the occurrence of an orientation gradient in localized
picture elements.

This technique is similar to histogram edge orientation, which calculates the
invariant scale features and shape contexts that differs. It is used to improve accuracy
in overlapping [24] of local contrast normalisation. Figure 10 shows the microa-
neurysm detection with dot representation. Figure 11 shows the approximation in
the fundus image, and Figs. 12 and 13 show the results in the dialog box using the
MATLAB tool.

Fig. 10 Microaneurysm
detection
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Fig. 11 Microaneurysm
approximation in fundus
image

Fig. 12 Result of MA
present in dialog box

Fig. 13 Results of MA not
present in dialog box

4 Experimental Analysis and Result

4.1 Indicators of Performance

To evaluate the performance of the provided ConvNets model, three assessment
metricswere used: sensitivity, specificity, and accuracy. The performance is evaluated
using the following parameters:

A- Correctly identified, i.e., DR found as DR.
B- Correctly rejected, i.e., non-affected found as non-affected.
C- Wrongly identified, i.e., non-affected found as affected.
D- Incorrectly rejected, i.e., affected found as non-affected.
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Table 2 Details of
hyperparameters

Hyperparameter Description Range

Learning rates learning_rates 0.001

Batch size batch_sizes 32

Optimizer Optimizer Adam

These parameters are used to calculate the sensitivity, specificity, accuracy, and
mean square using (4), (5), (6), and (7), respectively. These indicators are given in
the following.

Sensitivity: the likelihood of a patient being tested positive when they have a
disease, and it is given by

Sensitivity = A

A + D
(4)

Specificity: the likelihood of a patient being tested negative when the patient is
not sick and it is given by

Specificity = B

C + B
(5)

Accuracy: samples classified correctly according to size, determined by

Accuracy = A + B

A + B + C + D
(6)

Mean square root (MSR) is a network performance functionality. The standard
error of the performance is calculated.

Performance = mse (net, t, y, ew) (7)

where the net is the neural network, t is the target cell–matrix or array, y is the result
cell array, and ew is the error weight.

In Table 2, the trained hyperparameters are listed alongside their descriptions.

4.2 Results and Discussion

Although the AlexNet [25–28] model performed well in describing the techniques
when compared with ConvNets, it was unable to exceed it. In terms of classifica-
tion, the VggNet [26–28] model performed significantly well than other methods.
However, it performed worse with the presented model and AlexNet models in
comparison. When it came to classifying the data, VggNet and GoogleNet [26, 27]
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Table 3 Comparison of
different models

Model used ACC Sensitivity Specificity

ConvNets 98.38 97.5 96.5

AlexNet 96 92 97

GoogleNet 93.07 78 92

ResNet 90.53 89 96

VggNet-S 96.9 86 97

VggNet-16 93.9 91 94

VggNet-19 94.05 89 96

Fig. 14 Comparison of various classifier models

all produced the same results. On the other hand, they are not quite as efficient as
the ConvNets. The AlexNet model has the lowest classification accuracy. The results
of a detailed comparison with other recently created deep learning models are given
in Table 3. On the DR image dataset, Fig. 14 displays the comparison results of the
proposed model with different techniques. It appears from the table values that the
proposed technique will have exceptional classification performance.

To further guarantee the goodness of the ConvNets model, an analysis was also
performed as given in Table 3. The table results demonstrate that the ConvNets
models gained high analysis over other approaches. Next to it, the AlexNet and
GoogleNet models delivered moderate data. The entire experiment confirms the
suitability of the provided ConvNets model for efficient diagnosis of DR due to
its promising characteristics such as employment of histogram-based segmentation
and the newest deep learning model. Figure 15 explains the training state and vali-
dation checks at epoch 25. Figure 16 shows the validation performance at epoch
19. According to the testing results, the proposed approach had a high accuracy of
98.38, a sensitivity of 97.5, and a specificity of 96.5. Figure 17 shows the overall
experimental results of MA detection with a validation loss of 0.4.
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Fig. 15 Training state at
epoch 25

Fig. 16 Performance of the
MA at epoch 19

5 Conclusion

As the diabetic population grows, so does the demand for automatic diabetic
retinopathy diagnosis systems. Many subproblems, such as vessel segmentation and
lesion identification, have yielded satisfactory results so far. Although these findings
were attained on relatively modest datasets, real-world applications are still a way
off. This paper presents the design, architecture, and implementation of ConvNets
for automatic detection and classification of DR using MATLAB. DR poses several
issues. Because of low contrast, it is difficult to distinguish the affected areas of
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Fig. 17 Overall test results of MA detection with validation loss

DR. So, this paper uses a denoising technique to remove the noise and to achieve
high accuracy compared with different pre-trained models. The secondary feature
selection methods must be efficient so that features without useful information are
irrelevant and redundant. There are 98.38 accuracy, 97.5 sensitivity, and 96.5 speci-
ficity for the proposed approach according to the testing results. Filtering techniques
can be used to improve image quality before processing in future. More AlexNet and
inception techniques can be explored to improve the performance of the suggested
method by changing the hyperparameters. All known approaches are reviewed in
this study to provide a thorough overview of the area. For machine learning and
data mining applications, the learning machine’s processing speed and accuracy
must also be considered. This model is used in all biomedical image applications
for the prediction and detection of diseases. All the existing models use CNN as a
supervised technique, but the proposed model uses an unsupervised technique with a
good prediction of MA using retinal images. The challenge faced here is only small
datasets are supported than the large datasets while using MATLAB. So, this can
be overcome by using pre-trained models. As a result of this work, researchers will
get a greater understanding of the issue and may be able to build more effective and
efficient algorithms.
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Implementation of Laboratory
Information Management to Medical
Analyzer Data Integration

Devashri Raich , Yashpal Singh, and Asha Ambhaikar

Abstract Pathology laboratory playingmajor role in healthcare diagnostics andwith
development in automated testing methods machine or the analyzer taking place of
manual testing process. Thesemachines perform accurate and consistent testing. The
result generated or populated by the analyzers are used for final report generation
using manual method or through report generation software like laboratory infor-
mation management system (LIMS). Different advance analyzers support direct
data exchange with computer or supporting connected system for automated data
exchange between analyzer and system software to avoid the manual human errors
in reporting. Development of these types of integration software needs different
levels of skillsets and understanding of analyzer integration methodologies apart
from programming skill. Different machine works on different physical connection
modes and the different communication protocols. Different subcomponent or the
software tools required for successful implementation of analyzer integration. This
paper deals with the methodology study and covering the skillsets required for LIS
integration, and it also covers the different protocols may be used for data exchange.

Keywords LIS · Analyzer · HL7 · ASTM · Host · Control characters

1 Introduction

Medical device integration technologies are evolving at a rapid pace, and medical
data interoperability is an important step in improving patient care. There is a wealth
of streaming data from a variety of devices, including testing at the point of care,
such as glucometers, blood analyzers, heart rate monitors, and more. Various NLP
tools are also used for data analysis [1, 2]. When these data sources are combined
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with powerful tools and external systems such as electronic medical records (EMR),
they can save you real time.

Integrated medical devices, with outcome data properly fed into hospital infor-
mation systems (HIS) and other downstream systems, create new opportunities for
healthcare providers, medical device manufacturers, and healthcare IT companies to
plan, billing accuracy, and improve care for patients [3, 4].Medical device integration
is primarily intended to automatically transfer recorded data to supported systems,
which may include hardware or software modules. This will improve the quality
of medical information about the patient and the system for obtaining pathology
results. By physically and logically connecting to medical devices, record data can
be entered directly into HIS, RIS, or LIS.

Since the medical device supports standard communications, not every medical
device supports or works with standard communication protocols. Throughout the
world, communication protocols such as ASTM and HL7 are gaining popularity
among many medical instruments and suppliers, and many local or small businesses
still operate with proprietary communication protocols due to cost efficiency and
ease of communication, while meeting basic requirements for data exchange [5].
To develop a universal medical device, or as far as possible, support a medical
device integration system, it is necessary to understand the standard interfaces and
communication protocols. This document is intended to provide a brief study needed
to develop a medical device integration system.

2 Proposed System

The proposed system is to develop a multi-functionality and multi-connectivity LIS
integration software to cover different aspects of the integration. This research study
is to compile and to give brief idea about different component from physical connec-
tivity to logical configuration in LIS to machine integration. It covers a standard
connection methodology and standard communication protocol involved in inter-
face. This research paper is intentionally written to guide on-site support engineer,
system integrator, and LIS software developer. Finally, it covers the required software
tools and process flow, which should be followed while adding any new machine in
integration set. The following are list of instruments at different location and type
of physical connectivity, which were studied and successfully configured in order to
complete this research.

3 Physical Connections

Medical instrument allows host connectivity through different communication
medium like RS232, RJ45, or USB. These three primary media can be extended
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Medical Device Integration Host

RS232-to-
TCP

RS232-to-
USB

1 2 3 4 5 6

Fig. 1 Physical connectivity model for medical analyzers

to multiple combination using different convertors like RS232-to-TCP or RS232-
to-USB. There is no specification or restriction over using any of the combination,
and this totally depend on the developer’s deployment model and supported software
connection modes. If host software supports, it may communicate with instruments
connected over RS232, USB, or LAN simultaneously.

Figure 1 illustrated the different possible combination of physical connectivity
established betweenmedical instrument andmedical device integration host. Further,
every combination explained in brief in numbered those are as follows:

(1) RJ45 LAN connector on both instrument and medical device integration
host end. Its usage TCP/IP connection for communication. Its usage network
communication protocol and may connect multiple machines over LAN
connectivity and it has higher wiring distance range and through right network
equipment instruments can be connected to host machine over Wi-Fi network.

(2) Medical instrument with serial port connection media can be connected over
LAN network, and instrument can be converted in to TCP/IP server device
using RS232-to-TCP server convertor device. This will allow connecting serial
device over network wide avoiding distance limitations.

RS232 is widely used in medical instruments for communication. Using
RS232 serial cable, instruments can be directly connected to medical device
integration host computer if host supports RS232 port. This cable normally
comes in two combinations with or without handshake, support and those are

(3) Straight/parallel cable with Rx1-to-Rx2 and Tx1-to-Tx2 connection.
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(4) Crossover cable with Rx1-to-Tx2 and Tx1-to-Rx2 connection
(5) Since still RS232 connecter available in wide medical instruments, with inno-

vations and up-gradations in computer system, modern computer delivers
with USB port and RS232 is not available. This makes difficult to connect
instruments with the host system. Using RS232-to-USB convertor cable,
RS232-based instrument can be connected with host over USB connector.
This convertor will allow same functionality as RS232 port only difference in
connector.

(6) Like RS232 connector, USB type B port provides similar serial communi-
cation over 4-wire USB cable. Both RS232 and USB work on similar prin-
ciple of logical communication port with configuration like COMport number,
baud rate, bit rate, and parity bit. Using simple USB, A-B type printer cable
instruments can be connected to medical device integration host computer.

4 Software Integration

LIS host machine or integration software is primarily responsible to capture or
demand records from analyzer and push these records to hospital information system
(HIS) or laboratory information management system (LIMS) for reporting and
storage purpose. LIS integration could be a part of the HIS or LIMS. Considering the
LIS integration as a separate software or the module, Fig. 1 illustrates the possible
way of deployment to create interfacing between LIS integration and LIMS or HIS.
As illustrated in LIS integration with HIS or LIMS having six primarily interfacing
deployment methodology (see Fig. 2). Brief description for every type would be as
follows.

LIS host could directly push the captured record from analyzer to HIS/LIMS
database so that HIS/LIMS can access it [6]. In this scenario, LIS integrator needs
access to HIS/LIMS database through direct database connection. HIS develop and
LIS integrator need to mutually finalize the middleware table structure to store
records. This model would be best solution in local network but feasible only if
same vendor is working on either end module as it may expose the database.

Some LIS integration vendors provide shared DLL, library classes, or SDK to
have access over LIS local record storage database and other functionality [7]. This
method is safestway to share the recordswithHIS/LIMS, but this integration could be
implemented at the development time only and post development this is not feasible
option; secondly this option is more feasible only if the HIS/LIMS is desktop-based
application and needs multiple Web permission while using in Web interface model.

Like LIS integrator can have an access to HIS/LIMS database, the same way
HIS/LIMS could have access to LIS local record storage database to get the desired
test record [8, 9]. In this scenario, LIS integrator needs to share the local database
access to HIS/LIMS developers to have an access over the local database in local
intranet. This method is quite safe as LIS local storage do not hold confidential
information and only host result records. This same access can be given to remote
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Direct data push to HIS/ LIMS database

Database access through library classes

Open database access to HIS / LIS application

Data access through web API

Open database access to external system through internet

Data access through web API over internet public IP

Fig. 2 LIS to HIS possible communication models

application through Internet public IP and TCP/IP-based socket connection with
DBMS [9].

Like SDK or class libraries, database access could be given to external HIS/LIMS
like application through Web-based API [10, 11]. This is another safe and vendor
independent deployment methodology where HIS/LIMS developers can have the
access through LIS integration provided Web API. The best part of this type of
implementation is to give access of local LIS database and functionality to multiple
application concurrently through Web service. These Web API can be served over
Internet public IP for remote application [11].
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5 Software Modules

LIS host machine or integration software is primarily responsible to capture or
demand records from analyzer and push these records to hospital information system)
or laboratory information management system (LIMS) for reporting and storage
purpose. LIS integration could be a part of the HIS or LIMS. This section primarily
discusses the programmatic functionality required for implementation of the LIS
integration. This section could directly help LIS integration developer in software
implementation. LIS implementation may consist following modules discussed in
Table 1.

Primarily, medical analyzer supports two communication protocols where first
is ASTM and second is HL7. Both are specifically designing keeping different
medical information formation. This information is mainly related to test performed
of specific parameters. Both protocols having large scope of explanation and not
covered in this paper. Both protocols need specialized data parser to encode and
decode data exchange format information packet.

6 Implementation

As an implementation, we selected a TCP-IP-based analyzer machines as it gives
better speed and long-distance communication with the machine. Proposed software
works as a server, and the analyzer plays client role. Server is always in listen mode,
and analyzer connects to the server software as and when available. Normally, after
completion of any event like sample received, sample processed, sample failed, cali-
bration error, etc., analyzer generates a record and transmit it to connected server.
It is a server software responsibility to received, decode, and as defined on specific
record. In case of receiving successfully received result, server software push it in
storage of defined format, and primarily, this storage is in the form of database table.
We used SQL server as a database for storing the result records of the test param-
eters. For decoding process, developers need to refer the analyzer LIS manual as
every machine may have different placement for different data field in the records.
As per the standards, the separators and the construction format support standard
and globally accepted field related to medical test. Server software GUI illustrated
(see Fig. 3) the running mode of the software with server parameters information
like connection status, server IP and port number, analyzer name, and the setting
options button. Typically, these software runs in background and having very less
user interaction controls. Another GUI screen illustrated the record fields parsed and
stored in database tables in predefined format (see Fig. 4).
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Table 1 LIS integration software modules

Module Description

Connectivity and communication tester In order to add any new machine interfacing in LIS, it
is important to ensure the connectivity and
communication with analyzer. Secondly, this tool
could be used for capturing sample records or data
from analyzer and to understand the record format

Analyzer configurator Laboratory with multiple analyzer needs configurator
and management utility

Database connectivity manager LIS integration may support multiple type of DBMS
and record storage. This utility helps integrator to
manage DBMS connectivity parameters and
configuration settings

Data communicator Most important module in LIS integration to establish
and control data exchange between the analyzer and
the LIS host. It is suggested to develop this with
minimum real-time refreshing GUI component, as it
requires highest CPU load in order to manage
multiple analyzer data exchange

Data parser Every record received from analyzer is in defined
format and separated with special characters. These
records need to decode or parse in different fields or
token, hence parsing is the most important module in
LIS integration

API manager If LIS integration supports the API access, this utility
may assist in configuring and sharing the API
functions and the parameter along with API
documentations

Record reporting All the records captured and stored in LIS local
database needs a reporting tool in order to understand
or check the desired records from different patients,
samples, test, or the machines. This could also help to
find out if HIS/LIMS fails to get the desired record is
really got captured or not

Log monitor This tool could help developer for understanding the
different application logs like performance, error, or
the activity log. Log can be viewed from log files but
preparing the log file viewer may help developer in
better way

7 Conclusion

Proposed study has wide range of applications and covered wide range of medical
analyzer communication methodology. Understanding the LIS integration needs
detailed study of individual communication protocols, and this software needs large
set of trials and errors. Right storage and analytics of these laboratory data may
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Fig. 3 Server software GUI

Fig. 4 Database stored records field structure

help medical researcher understanding the levels of test performed at particular loca-
tion for particular dieses for particular age group and particular gender. This study
has large scope of improvement and level of knowledge acquisition since every
machine works differently and respond differently. Every test has different method
of processing, and every parameter has different way of interpretation and references
ranges.
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Framework for the Integration
of Transmission Optimization
Components into LoRaWAN Stack

Bruno Mendes, Shani du Plessis, Dário Passos, and Noélia Correia

Abstract The Internet of things has grown in recent years, and new applications are
now emerging, many requiring long-range coverage and low energy consumption
while operating on low data rates. These requirements have driven the emergence
of new technologies, like low power wide area networks. LoRa wide area network
is one of these technologies that operate on the unlicensed frequency band and is
extremely customizable. More specifically, its parameters can be set to increase
the quality of packet transmission, by increasing the time on air, at the expense of
bandwidth. This also leads to an increase in power consumption. Therefore, in order
to increase the data rate and save energy, optimization procedures, which seek to
dynamically adjust the airtime, should be used. The goal of this chapter is to architect
an optimization agnostic framework for ChirpStack, which is an open-source LoRa
wide area network server stack, for the incorporation of any optimizer, e.g., learning
agent, aiming to adapt LoRa transmission parameters to the current network scenario.
The framework includes a Handler that waits for frame information from the devices,
filters relevant data and places it in a broker, and includes a subscriber that gets
optimization procedure results from a subscribed topic at the broker and converts
them to an acceptable downlink format.
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1 Introduction

Low power wide area network (LPWAN) technologies enable massive low bit rate
wireless connections, covering long distances with minimum power consumption
and maintenance [1]. One of these LPWAN technologies is the narrowband Internet
of things (NB-IoT), which is inherited from cellular communication, working in
licensed frequency bands [2]. Another one is LoRaWAN technology that operates
in the unlicensed frequency band, so that end users are free to build up LoRa-based
architectures similar to house-owned WiFi routers [3]. This freedom will contribute
to the emergence of new IoT applications.

The large-scale deployment of LPWAN for IoT brings along many challenges
because radio resources are scarce and their management becomes very challenging
in practical networks. Therefore, procedures for the efficient and dynamic manage-
ment of resources become necessary. In the case of LoRaWAN networks, an adaptive
data rate (ADR) mechanism that is able to dynamically assign transmission param-
eters to the end nodes is available. However, this approach has shortcomings and
open challenges, as stated in [4], which can be tackled by using other techniques.
An example of such shortcomings is the convergence of ADR, which is slow in
certain scenarios and, moreover, these adjustments are done based on past informa-
tion, which ends up being inefficient when the environment is dynamic. This has
led to the emergence of more efficient ways to optimize transmission parameters,
and intelligent ways to disseminate configurations. The scarcity of radio resources
and short transmission duty cycle (TDC), of both gateways and end nodes, are the
main obstacles that these approaches face. However, these works limit themselves
to the optimization techniques and do not discuss their integration in an open-source
LoRaWAN stack, for real deployment.

In this chapter, an optimization agnostic framework for ChirpStack, an open-
source LoRaWAN Network Server stack, is architected, so that mechanisms for the
optimization of transmission parameters can easily be incorporated. The proposed
framework is analyzed and evaluated in every workflow step, and its feasibility to
plugin optimization decisions into LoRaWAN networks is shown.

The remainder of this chapter is organized as follows. In Sect. 2, recent approaches
for LoRaWAN resource management are presented. Section3 discusses the main
components of ChirpStack, the open-source LoRaWAN Network Server stack,
including its available integration facility. Section4 presents the optimization agnos-
tic framework, while Sect. 5 discusses deployment tests performed. Section6 con-
cludes the chapter and points to work ahead.

2 Related Work

Radio resource management (RRM) is a fundamental problem in all wireless com-
munications. In the case of LoRaWAN standard, a simple rate adaptation mechanism
is specified, but its implementation is left for manufacturers [5]. However, its current
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de facto implementation has the shortcomings of having a slow convergence in cer-
tain scenarios and making adjustments based on the past, which may not be adequate
for the future (no learning exists) [4, 6]. Proposals have emerged recently to better
address the optimization of transmission parameters. In [7], the authors optimize the
communication parameters using reinforcement learning (RL), so that the accumu-
lated per-node throughput increases. In [8, 9], the authors investigate LoRaWAN
frame collisions and consider different scenarios to gain better insight into collisions
within real networks, while in [10] a RL approach is proposed for agents to learn
how to assign orthogonal channels, thereby addressing collisions. RL is now a hot
research topic in the development of self-driving networks where the idea is to learn
rather than to design the network management solutions [11].

3 ChirpStack: The Open-Source LoRaWAN Network
Server Stack

3.1 Main Components

ChirpStack is an open-source LoRaWAN stack made of three main components that
ensure LoRa packet delivery from the device till the end user: (i) Gateway Bridge;
(ii) Network Server; and (iii) Application Server. These are illustrated in Fig. 1. APIs
are provided for communication with the device and other purposes, as discussed
below.

3.1.1 Gateway Bridge

The main job of this component is to convert the packet data received from the
gateway, having a Semtech UDP packet-forwarder format, to a data serialization
method like protobuf or json. The resulting structure is then published on an MQTT
broker under a topic that defines the type of message that was sent from the device:
an uplinkmessage or a join request from the device, or a stat update from the
gateway. The Network Server subscribes to such topics.

3.1.2 Network Server

This component works as an intermediate between the gateway and the Application
Server. It provides a packet verification mechanism to ensure packet uniqueness.
That is, only non-duplicated packets are sent to the Application Server.
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Fig. 1 ChirpStack components. Source [12]

3.1.3 Application Server

This component handles the join requests and payload encryption. Additionally,
it offers a user interface (UI) to easily configure and manage the whole LoRaWAN
stack. An API is provided that allows access to the whole LoRaWAN inventory.

3.2 Available Integration Facility

The ChirpStack Application Server offers a mechanism for integration with user
applications. More specifically, events can be forwarded to user application end-
points. The type of event and URL endpoint are configurable. When operating this
way is ensured that the Application Server will send all the uplink messages to
the user application. This mechanism will be used to collect all the information that
is relevant for the optimization of communications, as discussed in the following
section.
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4 Optimization Agnostic Framework

4.1 Motivation and Overall Architecture

The available integration facility of ChirpStack allows sandbox software develop-
ment, or software agent training with subsequent deployment of learned configura-
tions. In fact, an optimization agnostic framework can be integrated into ChirpStack,
as long as relevant data from the LoRaWAN is made available, and configuration
activation channels are provided. Any kind of intelligent adaptation can be incorpo-
rated for the optimization of communications, ultimately determining the feasibility
of applications in the face of scarce radio resources.

The optimization framework, to be integrated into ChirpStack, has two main
parts: (i) the Handler, a server that waits for frame information from the devices, via
the ChirpStack API, filters relevant data and acts as an MQTT client to place such
relevant data in an MQTT broker; (ii) the Subscriber, a MQTT client that subscribes
to topics from the sameMQTTbroker, topics resulting fromoptimization procedures,
converting them to an acceptable downlink format.

The above-mentioned optimization framework is shown in Fig. 2. When starting,
the Handler process starts listening to incoming packets, fromChirpStack API, while
simultaneously, the Subscriber process subscribes to an optimizer related topic in the
MQTT broker. More specifically, the workflow can be summarized as follows:

1. The Handler listens on a predefined port for packets arriving from the ChirpStack
API. The Handler processes and filters each packet, extracting just the fields that
are valuable for time on air (ToA) optimization.

2. Amessage with the extracted information is published to theMQTT broker under
Topic A.

3. The optimizer subscribing to Topic A collects data from the MQTT broker.
4. Optimizer determines the best communication parameters and publishes results

under Topic B.
5. The MQTT Subscriber gets Topic B notifications.
6. Topic B notifications are converted to downlinkmessage format and sent to Chirp-

Stack API. Such messages are placed in the downlink queue and will be sent to
the end node within the defined time frame, e.g., after receiving the next uplink
in case of Class A devices.

4.2 The Handler

This component is responsible for receiving the information from the ChirpStack
API, filtering the relevant data and sending it to the MQTT broker. The pseudocode
of the Handler is shown in Algorithm 1. This has as a basis the code provided in [13].
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Fig. 2 Proposed optimization framework for integration into ChirpStack

The Handler acts by listening to POST requests from the Application Server, and
by unmarshalling the data. In order to extract data relevant for optimization purposes,
and information required to create a downlink in the API, a filter is implemented. For
the downlink, dev_eui and the f_port are required, and for this reason, these are
included in the data structure. Data has to be encoded in Base64 format for publishing
to a MQTT broker under a specific topic, to which the optimization algorithm will
subscribe.

It is important to note that the alternative would be to subscribe at the MQTT bro-
ker ensuring Gateway Bridge to Network Server communication, but this requires
implementing all Network Server functionalities, like checking for duplicated pack-
ets, which in not feasible in practice.
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1 Input: post_msg, dst_ip, dst_port, topic
2 Output: b64_msg
3 while T RUE do
4 if post_msg & post_msg is uplink then
5 unmarshalled_msg = unmarshall(post_msg)
6 /* converting bytes to json object */
7 mqtt_msg = {
8 “dev_eui” : unmarshalled_msg.dev_eui,
9 “crc” : unmarshalled_msg.code_rate,

10 “sf” : unmarshalled_msg.spreading_factor,
11 “bw” : unmarshalled_msg.bandwidth,
12 “f_port” : unmarshalled_msg.f_port,
13 “lora_snr” : unmarshalled_msg.lora_snr
14 }
15 b64_msg = b64_encode(mqtt_msg)
16 client = mqtt_client(dst_ip,dst_port)
17 client.publish(topic,b64_msg)
18 client.close()
19 end
20 end

Algorithm 1: Pseudocode of the Handler.

4.3 The Subscriber

This component is responsible for subscribing to notifications placed at the MQTT
server by the communications optimizer. Besides information regarding parameters
to be configured at the end nodes, such notifications include the device_eui and
f_port required when building the downlink. Such notifications must be decoded
from the Base64 format to the API downlink structure, for further POST to the
ChirpStack’s Application Server API. The pseudocode of the Subscriber is shown in
Algorithm 2.

4.4 The Optimizer

LoRa is a spread spectrummodulation technique derived from chirp spread spectrum
(CSS) technology. LoRa stands out as an LPWANmainly due to the use of unlicensed
frequency bands, allowing complex LPWANs to built at affordable prices. Taking
advantage of LoRa and LPWAN architecture, the LoRaWAN concept appeared,
allowing long-range (∼15 kms) and low power reliable networks to be built. The
lifespan of the battery mainly depends on the time on air (ToA), which defines the
elapsed time for a LoRaWANpacket to travel between an end device and the gateway,
and duty cycle, which is the fraction of one period in which a signal or system is
active, required for answers from the Network Server to arrive. For a specific payload
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1 Input: b64_msg, dst_ip, dst_port, topic, chirpstack_api_server
2 Output: api_msg
3 client = mqtt_client(dst_ip,dst_port)
4 client.subscribe(topic)
5 while client is subscribed do
6 msg_rcv = client.receive_msg()
7 msg_decoded = b64_decode(msg_rcv)
8 downlink_data = {
9 “crc”: msg_decoded.crc,

10 “sf”: msg_decoded.sf,
11 “bw”: msg_decoded.bw
12 }
13 b64_downlink_data = b64_encode(downlink_data)
14 api_msg = {
15 “deviceQueueItem”: {
16 “dev_eui”: msg_decoded.dev_eui,
17 “f_port”: msg_decoded.f_port,
18 “data”: b64_downlink_data}
19 }
20 post(chirpstack_api_server, api_msg)
21 end

Algorithm 2: Pseudocode of the Subscriber.

size, the ToA will be determined by: (i) spreading factor (SF), bandwidth (BW) and
coding rate (CR). More specifically, the ToA will be:

ToA = 2SF

BW
×

[
8 + max

(⌈
8PL − 4SF + 28 + 16 − 20 H

4(SF − 2DE)

⌉
× (CR + 4), 0

)]

(1)
where PL is the packet payload, H is the header implicit flag and DE a low data
rate optimization flag. The signal to noise ratio at the receiver depends not only on
these parameters, but also on the environment in which devices are placed and com-
munication distance. Thus, the best SF/BW/CR combination has to be dynamically
optimized according to changes in the environment and distance.

5 Deployment Tests

5.1 The IoT System

The developed IoT system used to perform tests includes the following key devices:
(i) A machine running Ubuntu 20.04LTS containing all the ChirpStack-related soft-
ware, such as PostgreSQL, MQTT, ChirpStack modules and the proposed frame-
work; (ii) a Raspberry Pi 3 using Raspbian (Buster) with a LoRa Hat where Semtech
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Packet Forwarder is installed; (iii) an ArduinoMKRWAN 1310 (with DHT11 digital
temperature/humidity sensor) as the end device that sends sensor data and listens to
downlinks, in order to update the LoRa communication parameters. The end device
is implemented as a Class A device supporting bidirectional communication with
the gateway, where device to gateway communication can be done at any time while
gateway to device communication can only occur in a smallwindow (after the uplink).

5.2 Framework in Operation

Toconfirm the successful operation of the proposed framework, allworkflow from the
ChirpStack Application Server until the Optimizer, and vice-versa, was tested. Mes-
sage integrity is ensured at every intermediate step of the communication between
these endpoints.

Implementation and tests were carried out using Python, also for MQTT client
and broker implementations. A configuration JSON file is adopted to store MQTT
broker, Topics and ChirpStack API-related information. JSON Web Token (JWT)
is used to securely transfer JSON objects to the ChirpStack API, those including
configuration parameters resulting from the Optimizer. The tested workflow is as
follows:

• The framework starts by listening to the IP address and port, specified in the
configuration file, and subscribes at theMQTTBroker theOptimizer related Topic.
See Fig. 3a.

• A script was developed to build LoRa packets, having a Semtech Packet Forwarder
format, to be sent to ChirpStack Network Server. The Network Server verifies the
packet and sends in a POST request to the Handler. See Fig. 3b.

• The Handler filters packet payloads and publishes the relevant data at the MQTT
Broker, properly encoded. This is shown in Fig. 3c. Figure3d confirms the suc-
cessful publishing at the Broker.

• The mosquitto-clients library was used on a Ubuntu 20.04lts machine for the
publishing of configurations by the Optimizer. Figure3e shows a Base64 encoded
message being published by the Optimizer.

• Messages published by theOptimizer are received by the Subscriber and converted
to an API POST message to be delivery to the ChirpStack API. This is shown in
the capture at Fig. 3f.

• It was also possible to confirm the arrival of messages in the downlink queue of
the chosen device, as shown in Fig. 3g.

In summary, all the workflow fromChirpStack to the Optimizer, and vice-versa, is
working properly, allowing for LoRaWANnetwork optimization using any algorithm
or learning agent.
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(a) Framework initiation.

(b) Packet delivery to the Network Server.

(c) Handler listening to POST requests and publishing at the MQTT
Broker.

(d) Successful publishing at the MQTT Broker, by the Handler.

(e) Optimizer publishing at the MQTT Broker.

(f) Subscriber receiving notification and corresponding API POST
message.

(g) Downlink queue.

Fig. 3 Screenshots of the tested workflow



Framework for the Integration of Transmission Optimization … 431

6 Conclusions and Future Work

This chapter proposes an optimization agnostic framework for ChirpStack, an open-
source LoRaWAN Network Server stack, so that decisions from optimizers can be
incorporated. These optimizers decide for the best communication parameters, which
leads to better data rates and energy saving. As far as our literature research suggests,
previous authors mainly discuss such optimization approaches, e.g., learning agents,
but there is no mention to how these would be integrated in a LoRaWAN stack, for a
real deployment. This chapter aims to fill this gap. The framework architecture and
implementation are discussed, and all framework operations are analyzed and eval-
uated. Results show that every workflow step operates properly, meaning that such
framework is a feasible solution to plugin optimization decisions into LoRaWAN
networks. Future work includes testing different optimizers.
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Abstract This paper aims to design low-power circuits like an adder, buffer, AOI,
and logic gates using asynchronous quasi delay insensitive (QDI) templates, essential
for many arithmetic computations. Adder is a fundamental building block for appli-
cations like ALU, microprocessors, and digital signal processors. The present trendy
parallel prefix adder KSA is modeled and verified with various asynchronous QDI
templates. The prominent templates include pre-charged half buffer, autonomous
signal validity half buffer, and sense amplifier half buffer in dual-rail encoding style.
Due to clock circuitry, synchronous circuits determinemore switching activity,which
dissipatesmore power. This drawback is overcome through clock-less circuits, which
dissipate less power by reducing the switching activity without degrading the func-
tionality of a circuit. An asynchronous circuit has various timing approaches such
as QDI, delay insensitive, and bundled data. Still, the QDI approach has significant
advantages in power dissipation, delay, and energy savings. The major drawback
of QDI templates is the completion detector block, which dissipates more power
and occupies a large area overhead. To overcome this drawback, an advanced QDI
template—sense amplifier half buffer is designed to provide low power, less delay
with efficient energy due to the utilization of sub-threshold process and controlled
reset transistor in evaluation block and the absence of completion detector circuit. The
paper describes the performance aspects of 32-bit KSA using various QDI templates
in terms of multiple metrics like power, delay, and energy using the mentor graphics
EDA tool.
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1 Introduction

Early days, the major problem with designing an integrated circuit (IC) was its
size and performance. But nowadays, VLSI designers are more focused on power
consumption/dissipation and performance to extend the lifetime of digital devices
[1]. The reduction of power dissipation is attained after developing sub-micrometer
and nanometer technology devices. Asynchronous approach dominates the industry
to design an IC using CMOS logic, but it dissipates more power due to the clocking
circuitry. An asynchronous circuit is one of the best approaches that dissipates less
power due to the clock-less technique [2]. Self-timed circuits are integratedwith some
timing assumptions at both input and output sections, which include data insensitive
(DI),QDI, and bundled data (BD), as shown inFig. 1 [3]. These clock-less approaches
are designed with dual-rail/quad-rail for data encoding [4].

Among these approaches, QDI technique is the only one delay assumption tech-
nique. The other models (DI and BD) are independent of delay assumptions on wires
and gates [5, 6]. QDI approach accesses with acknowledgment signal to improve
the accuracy of a transition wire. This approach consists of two pipeline stages—
data control decomposition (DCD) and integrated latch (IL). An IL structure is more
acceptable than the DCD pipeline due to integrating controller and data path in
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the mainframe pipeline stage, which attains the shortest critical path [7]. The IL
pipeline is classified as cell-based protocols for 2- and 4-phase handshaking proto-
cols. Figure 1 shows the various cell-based design approaches of the QDI template—
pre-charged half buffer (PCHB) (moderately), autonomous signal validity half buffer
(ASVHB), and sense amplifier half buffer (SAHB). Timed pipeline template—
SAPTL [8], PS0, LP2/1, single-track template –STAPL, STFB. The present leading
asynchronous QDI techniques are PCHB, ASVHB, and SAHB.

A digital adder is crucial for various arithmetic computations like ALU andMAC
units [9]. In VLSI technology, parallel prefix adders are primarily used in arithmetic
computations such as microprocessors, digital signal processors (DSPs), and other
high-speed applications. These adders reduce the logic complexity, which optimizes
the delay, power, and energy of the design. One vital parallel prefix adder is Kogge
Stone adder (KSA) [10], which generates carry with high speed compared to other
adders. This paper presents the performance evaluation of a 32-bit KSA adder with
leading QDI templates such as PCHB, ASVHB, and SAHB.

This paper is organized as follows: Sect. 2 deals with existing QDI templates
(PCHB and ASVHB). Section 3 describes the design of KSA with the SAHB cell.
Results are depicted in Sect. 4 and conclude the paper with Sect. 5.

2 Preliminary QDI Templates

Synchronous circuits have significant power consumption/dissipation drawbacks due
to the clocking approach and complex interconnects. These difficulties are over-
come in asynchronous circuits [2], which exploit less power consumption/dissipation
and provide better performance due to the absence of a clocking approach. The
current leading timing approach of asynchronous logic is QDI [11]. In the QDI
approach, isochoric forks are assumed for each wire transition, i.e., change exists
with acknowledgment signal [12].

2.1 Half Buffer

The pipeline frame is the half bufferwhen input and output data rails are influenced by
one data token [13]. A frame is a whole buffer when all the input and output lines can
hold different data frames simultaneously. An entire buffer cell is more concurrent
and complicated to realize than a half buffer cell. Thus, half buffers are primarily
used in the QDI approach. There are various cells under half buffer templates, such
as PCHB, ASVHB, and SAHB. This paper deals with three common types of half
buffer cells: PCHB, ASVHB, and SAHB.
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Fig. 2 Gate-level structure of the PCHB buffer cell template

2.1.1 Pre-charge Half Buffer (PCHB)

Generally, PCHB is a 2-phase QDI template that incorporates domino logic [14].
This template operates with completion detectors (input and output) to specify an
input as null or data state. The logic circuits are implemented in the evaluation phase
and attain output even before all valid inputs. A PCHB template is set to pre-charge
mode by lowering (logic ‘0’) the acknowledgment signal [5].

Figure 2 [3] shows the basic gate-level structure of the PCHB buffer cell template,
which consists of the pull-up, pull-down, and two weak feedback inverters at the
output side. PCHB is an isochoric fork, accessing it with the acknowledgment signals
(rack for input and lack for output). En is an enable signal integrated with a micro-
cell. The lack and En signals are generated via completion detectors of input and
output signals. These completion detectors are used for validating the availability of
input/output signals. But the drawback in this template is dissipatingmore power due
to usage of additional logic gates, including C-element in input completion detector
(ICD) and output completion detector (OCD). Thus, another leading QDI approach
is introduced, i.e., ASVHB cell, which dissipates less power and better performs by
reducing the transistor count than the PCHB template [15].

2.1.2 Autonomous Signal Validity Half Buffer

ASVHB is another leading QDI template for low-power sub-threshold operation.
This template requires 3 steps:

1. Utilize an autonomous validity signal to operate the QDI circuit efficiently.
2. The fine-grained gate-level method is used to improve the throughput rate.
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Fig. 3 Block diagram of
AVSHB cell

3. ASVHB design is realized with static logic implementation for sub-threshold
operation.

Figure 3 shows a block diagram of the ASVHB cell. It consists of input data_in
and output data_out (Q) [15].

The handshaking signals are single-ended—lack and rack. The validity signals for
both input and output data signals are (LvalA, LvalB, …, LvalN, and RvalQ). An output
completion detector (OCD) is used to validate the availability of the output signal
[15]. The presence of OCD block causes higher power dissipation even in ASVHB.
QDI template sense amplifier half buffer (SAHB) addresses all these issues and
provides optimized performance.

3 SAHB Design of 32-Bit Kogge Stone Adder

3.1 Sense Amplifier Half Buffer

SAHB cell is a leading QDI template, which operates with a 4-phase handshake
protocol. The operation of this cell is based on two modes—evaluation and pre-
charge mode. Figure 4 shows the gate-level design of the SAHB buffer cell, which
consists of dual-rail data input/output signals (input–AT /AF, output–QT /QF, and
complement outputs–nQT /nQF). The handshake signals Lack/nLack are validated for
output completeness, and Rack/nRack signals are validated for input completeness.
VDD_L feeds the evaluation block, and SA block is with VDD, respectively. The
evaluation and SA block are interconnected, which reduces the count of switching
nodes.

To minimize the power dissipation and internal leakages, the evaluation block
of SAHB is designed with NMOS network. The buffer logic function of Fig. 4 is
expressed in Eq. (1) [3]

QT = AT ; QF = AF (1)
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Fig. 4 Architecture of
SAHB buffer cell. a
Evaluation block of SAHB
cell, b sense amplifier block
of SAHB cell

When all actual inputs (AT,Rack) are assertedwith logic ‘0’, the dataAF is assigned
with logic ‘1’ (nA.F = 0) in the evaluation phase. Then, the NMOS pull-up network
partially charges the output QF to VDD_L and QT set to logic ‘0’.

By applying the valid data to sense amplifier cross-coupled latch from the eval-
uation block, the final result QF is set to logic ‘1’. Therefore, QF is latched (nQF
= 0) and generate Lack as logic ‘1’ (nLack = 0. During the reset phase, the dual-rail
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output attains logic ‘0’ even when all inputs are valid/invalid and generates logic ‘0’
at Lack; [3].

The critical path depends on the forward and backward pipeline latency as
expressed in Eq. (2) [14].

Total cycle time for SAHB

CTSAHB = FLSAHB + BLSAHB (2)

Forward latency (FL) of SAHB

FLSAHB = 3 × teval + 3 × tL_ON (3)

Backward latency (BL) of SAHB

BLSAHB = 2 × tCD + trst + tL_RST (4)

where teval is the time evaluation, tL_ON is ON time across cross-coupled latch, tCD is
time across completion detectors, trst is reset time, and tL_RST is reset time of latch.

This template dissipates less power with the high-speed operation and reduces
the leakage current by controlling the circuit with a single transistor (RST). In this
paper, the performance of the 32-bit KSA adder using the SAHB cell is analyzed
and compared with existing QDI templates (PCHB and ASVHB).

3.2 Kogge Stone Adder

Adder is a vital subsystem for performing arithmetic computations inDSPprocessors,
ALU, and microprocessors. The present trendy parallel prefix adder is Kogge Stone
adder (KSA), first introduced by PeterMKogge andHarold S Stone in 1973 [10]. The
KSAadder is a parallel prefix formof carry look ahead adder (CLA), suitable for high-
speed applications is illustrated in Fig. 5. Parallel prefix computations are segregated
into the pre-processing stage, carry generation network, and post-processing stage,
as shown in Fig. 5 [10].

3.2.1 Pre-processing Stage

This stage computes, generates, and propagates signal for each input bit. The logic
for generating these signals is expressed in Eqs. (5) and (6) [16].

Pi = Ai ⊕ Bi (5)

Gi = Ai.Bi (6)
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Fig. 5 Algorithm steps for
Kogge Stone adder

3.2.2 Carry Generation Block

This stage calculates the carry corresponding to each bit, progressing execution in
parallel format. Carry–generate and propagate signals are used as an intermediate
signals. This stage considers two pairs of inputs, i.e., generate and propagate signals
[(Gi, Pi) and (Gj, Pj)], and it computes a couple of generating, propagating signals
(Gij, Pij) as output. These signals are expressed in Eqs. (7) and (8).

Pi : j = Pi : k.Pk − 1 : j (7)

Gi : j = Gi : k + (Pi : k.Gk − 1 : j) (8)

The carry generates and propagates signals are developed by black/gray cells. A
gray cell generates a (Gi) signal, whereas a black cell propagates a (Pi) signal. The
internal structures of these cells are explained in the following section.

3.2.3 Post-processing Stage

This stage is to compute sum bits for the given input bits, and their logical equations
are given in (9) and (10) [16–21].

Ci = (Pi .Cin) + Gi (9)

Si = Pi ⊕ Ci − 1 (10)
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Fig. 6 Internal blocks of the
KSA pipeline using SAHB, a
SAHB buffer, b SAHB gray
cell, and c SAHB black cell

Black and gray cells are designedwithXORgate, AO/AOI cell, AND/NANDcell,
and buffer template using various low-power asynchronous QDI templates (PCHB,
ASVHB, and proposed SAHB) [3, 16]. Figure 6 shows the block diagram of a gray
cell, black cell, and buffer using the SAHB template [19].

Figure 7 shows the pipeline structure of 32-bit KSA, which is designed with
buffers, XOR gate, AND gate, black cells, and gray cells [16, 20]. The input operands
for 32-bit KSA design are represented with A (A1–A32), B (B1–B32), and output
operands are sum (S1–S32) and carryout (C32), as shown in Fig. 6 [20]. Total, twelve
pipeline stages are required to design 32-bit KSA,which results in forwarding latency
of 12 pipeline delays, and the throughput rate is equal to one pipeline stage. A 32-
bit KSA is designed and implemented with various QDI templates such as PCHB,
ASVHB, and leading template SAHB along with traditional CMOS. 32-bit KSA
using SAHB QDI cell is illustrated in Fig. 8.
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Fig. 7 Architecture of 32-bit KSA

Fig. 8 Design of 32-bit KSA using SAHB QDI cell

4 Results and Discussion

This paper designs 32-bit KSA using asynchronous QDI templates such as PCHB,
ASVHB, and leading SAHB cell templates. Table 1 shows the comparison table of
32-bit KSA design using various QDI half buffer cells in terms of power, delay, and
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energy constraints. Power dissipation produces heat as an unwanted by-product. This
unwanted heat leads to a reduction in the lifespan of an IC. Delay is another consid-
erable parameter, which occurs between two timing operations. If delay increases
while processingwithmultiple sequences, the circuit resultsmayoverlap andproduce
glitches. To improve the lifespan, reliability, other timing operations of an IC—power
dissipation and delay should be reduced. The existingQDI cells (PCHBandASVHB)
dissipate more power because the pre-charge process has to be done at the initial
condition of each stage/cycle. KSA design using leading SAHB QDI cell achieves
low-power dissipation and provides less delay due to RST transistor in evaluation
block and cross-coupled latch in sense amplifier block. Thus, KSA design using the
SAHB template is better and can be utilized for various arithmetic computations.

5 Conclusion

This paper designs and implements a 32-bit KSA adder using traditional CMOS and
various asynchronous QDI cells such as PCHB, ASVHB, and SAHB. A low power,
less delay, and efficient energy are attained with the SAHB template due to the reset
transistor in the evaluation block, which controls the leakages. From Table 1, it is
observed that SAHB reduces power dissipation with 28%, 19% reduction in delay,
and 42% of energy compared to existing QDI templates. This design is primarily
helpful for low-power arithmetic computations in digital signal processors. Further
reduce the power consumption of 32-bit KSA adder using traditional CMOS and
various asynchronous QDI cells such as PCHB, ASVHB, and SAHB using low-
power techniques and design mentioned above QDI cells using advanced technology
files available in the market.
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Intellectualization of Lean Production
Logistic Technology Based on Fuzzy
Expert System and Multi-agent
Metaheuristics

Eugene Fedorov , Svitlana Smerichevska , Olga Nechyporenko ,
Tetyana Utkina , and Yuliia Remyha

Abstract The paper discusses the intellectualization of lean production in order to
minimize the costs main groups that do not develop customer value for the end user
in supply chain management industrial enterprises by creating optimization meth-
ods based on multi-agent metaheuristics and an adaptive fuzzy expert system for
evaluating equipment load efficiency, the use of which is aimed at creating “per-
fect,” and, consequently, competitive supply chains for economy globalization and
intellectualization. The possibility of minimizing costs associated with unneces-
sary (unjustified) movements of goods and personnel has been substantiated, and
it is also proposed to minimize losses associated with expectations, with managing
stocks and determining the shortest path of movement of goods through multi-agent
metaheuristic methods based on particle swarm optimization and simulated anneal-
ing. The proposed methods provide control over the convergence rate of the method,
providing global (at initial iterations) and local (at final iterations) searches by sim-
ulating annealing, the possibility of discrete and conditional optimization through
the random key technique and the penalty function. An adaptive fuzzy expert system
for assessing the efficiency of equipment load has been developed which simpli-
fies the interaction between the operator and the computer system through the use
of quality indicators and also allows the identification of its parameters using the
proposed multi-agent metaheuristics. The proposed optimization methods based on
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multi-agent metaheuristics and an adaptive fuzzy expert system allow intellectualiz-
ing Lean Production logistic technology for industrial enterprises.

Keywords Lean production · Logistic technology · Optimization methods ·
Multi-agent metaheuristics · Adaptive fuzzy expert system · Particle swarm
optimization · Simulated annealing · Efficient equipment load · Minimization of
production losses

1 Introduction

Currently, most companies are striving to improve their production based on the
introduction of lean production technology, which is effective for companies in var-
ious industries at all stages of the supply chain of products to the consumer. Lean
production technology is especially important for industrial enterprises. In the con-
text of digitalization and globalization and the economy based on communication
and information technologies, lean production technology is dominant in creating
“perfect” supply chains, which ensures competitiveness [20]. As a result, the devel-
opment of intellectualizationmethods for lean production technology, which is based
on the solution of optimization problems, is relevant.

Methods that find an exact solution to optimization problems are slow. Random
search methods do not guarantee convergence. Directed search methods have a high
probability of hitting a local minimum or maximum. Thus, the problem of low effi-
ciency of optimization methods is relevant. Metaheuristics are used to improve the
accuracy and speed of solving optimization problems [9, 16, 22, 23, 25]. Meta-
heuristics combining heuristic methods based on a high-level strategy [3, 15, 19, 21,
24].

The disadvantages of modern metaheuristics:

• themethod is focused on solving only a specific problem or has an abstract descrip-
tion [22];

• the method convergence is not guaranteed [11];
• the iteration number is not taken into account for finding the solution [9];
• the non-boolean potential solutions are not use [7];
• insufficient accuracy of the method [18];
• the determining parameter is not automated [4];
• conditional optimization problems are not solve [6].

Thereby, the problem of constructing effective metaheuristic optimization meth-
ods comes up [10, 12].

One of the popularmetaheuristics is themethod of particle swarm optimization [1,
5, 8].

Another urgent task is the development of expert systems that are used for lean
production logistic technology and are aimed at assessing production losses that do
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not develop additional consumer value for the product. Such losses include overpro-
duction, excess stocks, transportation,moving,waiting, excessive processing, defects
and rework.

The creation of such systems is based on a knowledge base (most often in the
form of production rules) and a logical inference mechanism.

The disadvantages of such systems include the fact that they require accurate
quantitative estimates, while it is more convenient for the operator to work with
qualitative estimates.

To simplify the interaction between the operator and the computer system, fuzzy
expert systems are currently used, which usually use the fuzzy logic Mamdani,
Larsen, Sugeno and Tsukamoto inference mechanism [2, 17].

The disadvantages of such systems include the fact that their parametric identifi-
cation is not automated [13, 14].

Thereby, the task of constructing fuzzy expert systems that use the parametric
identification method for adaptation and tuning arises.

The purpose of the work is the intellectualization of lean production logistic tech-
nology through the creation of optimization methods based on multi-agent meta-
heuristics and an adaptive fuzzy expert system for evaluating equipment load effi-
ciency.

To reach the target, the following tasks were intended and solved:

1. To develop multi-agent metaheuristic methods based on particle swarm optimiza-
tion and simulated annealing to solve the traveling salesman problem, the shortest
path problem, the assignment problem, the inventory control problem.

2. To develop an adaptive fuzzy expert system for assessing the equipment load
efficiency.

3. Conduct a numerical study.

2 Materials and Methods

2.1 Minimizing the Costs Associated with Unnecessary
(Unjustified) Movements, Which Used the Multi-agent
Metaheuristic for Solving the Traveling Salesman
Problem

Optimization of costs associated with the movement of, for example, personnel in
the process of collecting goods in a warehouse for loading, may be reduced to the
traveling salesman problem (TSP). To solve TSP, amulti-agentmetaheuristicmethod
SAPSORK is proposed—particle swarm optimization (PSO), which uses simulated
annealing (SA) and a random key (RK).
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Fig. 1 Structure of the
multi-agent metaheuristic
SAPSORK method for
optimizing the collection of
goods in the warehouse

The random key technique is that each component of an unordered real vector is
associated with its position in the ascending real vector. The multi-agent metaheuris-
tic SAPSORK structure is shown in Fig. 1.

It is proposed to use the length of the route as a target function F

F(x) = dxM ,x1 +
M−1∑

i=1

dxi ,xi+1 → min
x

,

where dxK ,x1—distance between points xi and xi+1, xi , xi+1 ∈ V , V = {1, . . . , M}—
set of items numbers, x—items numbers vector (route), M—items numbers vector
length (route length).

The SAPSORKmethod allows one to find a quasi-optimal route between all points
of transportation of goods and consists of the following blocks.

Block 1—Initialization:

• set the current iteration number n = 1;
• set the iterations maximum number N ;
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• set the swarm size K ;
• set the dimension of the particle position M (length of the route);
• setting the distance between two points di, j , i, j ∈ 1, M ;
• initialization of position xk (corresponds to the route) using the random key tech-
nique

x̃k = (x̃k1, . . . , x̃kM), x̃k j = U (0, 1),

xk = random_key(x̃k),

where random_key(·)—function mapping a real vector in a route based on a ran-
dom key technique,U (0, 1)—a uniformly distributed random number for interval
[0, 1];

• perform personal best position initialization xbestk

x̃bestk = x̃k,

xbestk = xk;

• perform speed initialization vk

vk = (vk1, . . . , vkM), vk j = 0;

• perform an initial particles swarm

Q = {(xk, x̃k, xbestk , x̃ bestk , vk)};

• calculation of a particle swarm from the population with the best position (which
according to the target function)

k∗ = arg min
k∈1,K

F(xk),

x∗ = xk∗ ,

x̃∗ = x̃k∗ .

Block 2—Calculation of the particle velocity on based simulated annealing

r1k = (r1k1, . . . , r1kM), r1k j ∈ {U (0, 1),C(0, 1), N (0, 1)}, k ∈ 1, K , j ∈ 1, M,

r2k = (r2k1, . . . , r2kM), r2k j ∈ {U (0, 1),C(0, 1), N (0, 1)}, k ∈ 1, K , j ∈ 1, M,

vk = w(n)vk + α1(n)(xbestk − xk)(r1k)
T + α2(n)(x∗ − xk)(r2k)

T , k ∈ 1, K ,

α1(n) = α2(n) = α(0) exp(−1/T (n)), w(n) = w(0) exp(−1/T (n)),
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α(0) = α0 = 0.5 + ln 2, w(0) = w0 = 1

2 ln 2
,

T (n) = βT (n − 1), T (0) = T0,

β = N− 1
N−1 , T0 = N

N
N−1 ,

where N (0, 1)—a standard normally distributed random number, C(0, 1)—a stan-
dard Cauchy distributed random number, α1(n)—parameter for component (xbestk −
xk)(r1k)T, α2(n)—parameter for component (x∗ − xk)(r2k)T, w(n)—parameter for
particle velocity, α0—parameters initial value α1(n) and α2(n), w0—parameter ini-
tial value w(n), T (n)—annealing temperature at iteration n, T0—temperature for
initial annealing, β—parameter controlling the annealing temperature.

The simulated annealing introduced in this work allows the establishing of inverse
relationship between the parameters α1(n), α2(n), w(n) and the iteration number.
In this paper, a relationship is determined between the iteration number and the
parameters T0, β, which allows to automate the set of parameters T0, β.

The choice of initial valuesα0 = 0.5 + ln 2 andw0 = 1
2 ln 2 is standard and satisfies

the conditions of particle swarm convergence w < 1 and w0 > 1
2 (α1 + α2) − 1.

Block 3—Modifying the position of each particle using a random key technique

x̃k = x̃k + vk, k ∈ 1, K ,

xk = random_key(x̃k), k ∈ 1, K .

Block 4—Determining the each particle personal best position
If F(xk) ≤ F(xbestk ), then xbestk = xk , x̃ bestk = x̃k , k ∈ 1, K .

Block 5—Determining the particle of the current population with the best position

k∗ = arg min
k∈1,K

F(xk).

Block 6—Calculating the global best position
If F(xk∗) < F(x∗), then x∗ = xk∗ , x̃∗ = x̃k∗ .

Block 7—Termination condition.
If n < N , then increment the iteration number n and go to Block 2.

The SAPSORK method allows one to find a quasi-optimal route between the
indicated points.
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2.2 Minimization of Costs Associated with Unnecessary
Movements and Irrational Transportations, Based
on the Multi-agent Metaheuristic Method for Solving
the Shortest Path Problem

Elimination, in accordance with lean production logistic technology, of such types of
costs that do not create consumer value, such as unreasonablemovement of personnel,
or irrational ways of transporting materials at the factory in accordance with the
technological cycle, can in fact be reduced to solving the shortest path problem.

To solve this problem, a multi-agent metaheuristic method SAPSORK can be
proposed—particle swarm optimization—which uses simulated annealing and a ran-
dom key.

It is proposed to use as a target function F the length of the shortest path from
point 1 to point Mcontaining L points out of M possible, 2 ≤ L ≤ M

F(x, L) =
L−1∑

i=1

dxi ,xi+1 → min
x

,

x1 = 1, xL = M,

where dxK ,x1—distance between points xi and xi+1, xi , xi+1 ∈ V , V = {1, . . . , M}—
set of items numbers, x—items numbers vector, M—items numbers vector length.

The SAPSORK method allows one to find a quasi-optimal route between the
source and destination.

2.3 Minimization of Losses Associated with Waiting Based
on a Multi-agent Metaheuristic Method for Solving
the Assignment Problem

Optimization of loading the collected goods that is carried out within the framework
of lean production logistic technology consists in the distribution of goods between
movers and comes down to the assignment problem. To solve this problem, a multi-
agent metaheuristic method SAPSO is proposed—particle swarm optimization—
which uses simulated annealing.

It is proposed to use the reverse costs as a target function F

F(x) =
(

M∑

i=1

wi,xi

)−1

→ min
x

,
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where wi,xi – the cost of the ith agent performing the xi th task, is set, x—vector of
numbers of agents, M—number of agents/tasks.

The SAPSO method allows one to perform quasi-optimal assignment of agents
to task and is similar to the SAPSORK method, but does not use a random key.

2.4 Multi-agent Metaheuristic Method for Solving
the Inventory Control Problem

Optimization of the volume of stored stocks in the warehouse is carried out in the
framework of lean production logistic technology and is reduced to the inventory
control problem. To solve this problem, a multi-agent metaheuristic method SAPSO
is also proposed—particle swarm optimization—which uses simulated annealing. It
is proposed to use as a target function F the partial derivative of cost function F1
and the penalty function F2 based on simulated annealing

F(x, n) = F1(x)/F2(z, n) → min
x

,

F1(x) =
M∑

j=1

(w1 j x j + w2 j z j ),

F2(z, n) = exp

(
− ϕ(z)

T (n)

)
,

ϕ(z) =
M∑

j=1

max{0, zmin
j − z j } +

M∑

j=1

max{0, z j − zmax
j },

z j = x j + z j−1 − Dj ,

T (n) = βT (n − 1), T (0) = T0,

β = N− 1
N−1 , T0 = N

N
N−1 ,

where n—iteration number, T0—initial annealing temperature, β—parameter con-
trolling the annealing temperature, w1 j—purchase costs from the supplier of one
unit of goods, is set, w2 j—storage costs of one unit of goods, is set, x j—the amount
of purchased goods from the supplier during the j th stage, z j—the number of stocks
of goods at the end of the j th stage, z0—initial quantity of stocks of goods, is set,
zmin
j , zmax

j —the minimum and maximum quantity of stocks of goods at the end of
the j th stage, is set, Dj—the amount of goods sold during the j th stage, is set,
M—number of stages, ϕ(·)—restrictions violation measure.



Intellectualization of Lean Production Logistic Technology … 455

The SAPSOmethod allows one to perform quasi-optimal assignment of executors
to work and is similar to the SAPSORK method, but does not use a random key.

2.5 Adaptive Fuzzy Expert System for Evaluating
the Efficiency of Equipment Load

Optimization, in the framework of lean production logistic technology, of the waiting
time, for example, of equipment, can be reduced to an analysis of equipment load
based on information on the number of cases and duration of equipment inactivity,
as well as the distance between equipment and the duration of its readjustment. To
evaluate the equipment load efficiency, an adaptive fuzzy expert system is proposed,
which involves the following steps:

1. The linguistic variables creation.
2. The fuzzy knowledge base creation.
3. The formation of the fuzzy logic Mamdani inference mechanism:

• fuzzification;
• sub-condition aggregation;
• conclusions activation;
• conclusions aggregation;
• defuzzification.

4. Identification of parameters based on multi-agent metaheuristics.

2.5.1 The Formation of Linguistic Variables

As clear input variables were selected:

• number of equipment inactivity cases x1;
• equipment inactivity timex2 in units of time;
• distance between equipment x3;
• equipment readjustment time x4.

As linguistic input variables were selected:

• the number of equipment inactivity cases x̃1 with its values α̃11 = li t tle, α̃12 =
average, α̃13 = a lot , whose values intervals are fuzzy sets Ã11 = {x1|μ Ã11

(x1)},
Ã12 = {x1|μ Ã12

(x1)}, Ã13 = {x1|μ Ã13
(x1)};

• the duration of equipment inactivity x̃2 with its values α̃21 = short, α̃22 =
average, α̃23 = long, whose values intervals are fuzzy sets Ã21 = {x2|μ Ã21

(x2)},
Ã22 = {x2|μ Ã22

(x2)}, Ã23 = {x2|μ Ã23
(x2)};
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• the distance between equipment x̃3 with its values α̃31 = close, α̃32 = average,
α̃33 = f ar away, whose values intervals are fuzzy sets Ã31 = {x3|μ Ã31

(x3)},
Ã32 = {x3|μ Ã32

(x3)}, Ã33 = {x3|μ Ã33
(x3)};

• the duration of equipment readjustment x̃4 with its own values α̃41 = short, α̃42 =
average, α̃43 = long, whose values intervals are fuzzy sets Ã41 = {x4|μ Ã41

(x4)},
Ã42 = {x4|μ Ã42

(x4)}, Ã43 = {x3|μ Ã43
(x3)}.

As clear output variables were selected:

• action number for changing equipment distance ỹ1;
• action number for changing the equipment readjustment time ỹ2.

As linguistic output variables were selected:

• action for changing the distance between equipment ỹ1 with its values β̃11 =
do not bring closer, β̃12 = bring closer , whose values intervals are fuzzy sets
B̃11 = {y1|μB̃11

(y1)}, B̃12 = {y1|μB̃12
(y1)};

• action for changing the duration of equipment readjustment ỹ2 with its values
β̃21 = don′t cut back, β̃22 = to cut back, whose values intervals are fuzzy sets
B̃21 = {y2|μB̃21

(y2)}, B̃22 = {y2|μB̃22
(y2)}.

2.5.2 Formation of a Fuzzy Knowledge Base

Fuzzy knowledge is presented in the form of the following fuzzy rules that contain:

• first linguistic output variable Rn :IF x̃1 is α̃1i AND x̃2 is α̃2 j AND x̃3 is α̃3k THEN
ỹ1 is β̃1m ,

n = i + l1( j − 1) + l1l2(k − 1),m =
{
1, k = 1
2, k > 1

, i ∈ 1, l1, j ∈ 1, l2, k ∈ 1, l3;

• second linguistic output variable Rn : IF x̃1 is α̃1i AND x̃2 is α̃2 j AND x̃4 is α̃4p

THEN ỹ2 is β̃2m ,

n = l1l2l3 + i + l1( j − 1) + l1l2(p − 1),

m =
{
1, p = 1
2, p > 1

, i ∈ 1, l1, j ∈ 1, l2, p ∈ 1, l4,

where ls—the number of values of the sth linguistic input variable.

2.5.3 The Formation of the Fuzzy Logic Mamdani Inference
Mechanism

Fuzzification. Let us calculate the power of truth of each sub-condition of each
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production, using the membership function μ Ãi j
(xi ). As membership functions of

the sub-conditions were selected:

• logistic function ai1 < 0, i.e.,

μ Ãi1
(xi ) = exp [−ai1 (xi − bi1)] , i ∈ 1, 4;

• Gauss function, i.e.,

μ Ãi2
(xi ) = exp

[
−1

2

(
xi − bi2
ai2

)2
]

, i ∈ 1, 4;

• logistic function with ai3 > 0, i.e.,

μ Ãi3
(xi ) = exp [−ai3 (xi − bi3)] , i ∈ 1, 4,

where ai j , bi j—membership function parameters.
Aggregation of Sub-conditions. Based on the minimum value method, the mem-

bership functions of the condition are determined for each rule that contains:

• first linguistic output variable

μ Ã1i
⋃

Ã2 j
⋃

Ã3k
(x1, x2, x3) = min{μ Ã1i

(x1), μ Ã2 j
(x2), μ Ã3k

(x3)},

i ∈ 1, l1, j ∈ 1, l2, k ∈ 1, l3;

• second linguistic output variable

μ Ã1i
⋃

Ã2 j
⋃

Ã4p
(x1, x2, x4) = min{μ Ã1i

(x1), μ Ã2 j
(x2), μ Ã4p

(x4)},

i ∈ 1, l1, j ∈ 1, l2, p ∈ 1, l4.

Activation of Conclusions. Based on the minimum value method, membership
functions are determined for each rule that contains:

• first linguistic output variable

μC̃n (x1, x2, x3, y1) = min{μ Ã1i
⋃

Ã2 j
⋃

Ã3k
(x1, x2, x3), μB̃1m

(y1)},

n = i + l1( j − 1) + l1l2(k − 1),m =
{
1, k = 1
2, k > 1

, i ∈ 1, l1, j ∈ 1, l2, k ∈ 1, l3;

• second linguistic output variable

μC̃n (x1, x2, x4, y2) = min{μ Ã1i
⋃

Ã2 j
⋃

Ã4p
(x1, x2, x4), μB̃2m

(y2)},
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n = l1l2l3 + i + l1( j − 1) + l1l2(p − 1),

m =
{
1, p = 1
2, p > 1

, i ∈ 1, l1, j ∈ 1, l2, p ∈ 1, l4.

In this paper, membership functions μBim (yi ) are defined as indicator functions in
the form of

μBim (yi ) = χ{m}(yi ) =
{
1, yi ∈ {m}
0, yi /∈ {m} .

Aggregation of Conclusions. Based on the maximum value method, the member-
ship functions of the final conclusion are determined, which contains:

• first linguistic output variable

μC̃(x1, x2, x3, y1) = max
n

{μC̃n (x1, x2, x3, y1)}, n ∈ 1, l1l2l3;

• second linguistic output variable

μC̃(x1, x2, x4, y2) = max
n

{μC̃n (x1, x2, x4, y2)}, n ∈ l1l2l3 + 1, l1l2l3 + l1l2l4.

Defuzzification. Based on the maximum method, the numbers of action types are
determined for changing:

• distance between equipment

y1 = argmax
m

μC̃(x1, x2, x3,m), m ∈ 1, 2;

• equipment changeovers

y2 = argmax
m

μC̃(x1, x2, x4,m), m ∈ 1, 2.

2.5.4 Identification of Parameters Based on Multi-agent Metaheuristics

To identify the parameters of membership functions, a multi-agent metaheuristic
method SAPSO is proposed—particle swarm optimization,—which uses simulated
annealing.

As a target function F , it is proposed to use the probability of the correct action

F = 1

P

P∑

p=1

I (yp − dp) → max
x

,

I (a) =
{
1, a = 0
0, else

,



Intellectualization of Lean Production Logistic Technology … 459

where dp—response received from the controlled object, yp—response received as a
result from fuzzy inference, P—number of test implementations, x = (a11, . . . , a43,
b11, . . . , b43)—membership function parameter vector.

The SAPSO method allows for quasi-optimal identification of the parameters of
membership functions and is similar to the SAPSORK method, but does not use a
random key.

3 Results and Discussion

For the traveling salesman problem, a search for the solution was conducted on the
standard berlin52 database.

For the shortest path problem, a search for the solution was conducted on the
standard rcsp1 database.

For the assignment problem, a search for the solution was conducted on the tai50a
standard database.

For the inventory control problem, the search for the solution was conducted on
the information of the logistics firm “Ekol Ukraine.” The results of comparison of
the proposed method with the traditional method of particle swarm optimization are
presented in Table1.

To assess the efficiency of equipment loading, an adaptive fuzzy expert system
was also studied on the data of “Ekol Ukraine” logistics company.

The comparison results of the proposed adaptive fuzzy expert system with the
operator are presented in Table2.

The identification of parameters α1(n), α2(n), w(n) based on the simulated
annealing of the proposed optimization method, provides strong changes in the par-
ticle velocity and, accordingly, the potential solution at the initial iterations and weak

Table 1 Comparison of the proposed and traditional methods of particle swarm optimization

No. p/p Problem RMS error method

Proposed Existing

1 Traveling salesman 0.02 0.08

2 Shortest path 0.02 0.07

3 Assignment 0.03 0.09

4 Inventory control 0.04 0.1

Table 2 Comparison of an adaptive fuzzy expert system with an operator

The probability of a correct assessment in the case of

Adaptive fuzzy expert system The operator

0.98 0.9
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changes in the particle velocity and, accordingly, the potential solution at the final
iterations.

Traditional particle swarm optimization method:

• ignores the iteration number, which reduces the accuracy of finding a solution
(Table1);

• does not allow for integer potential solutions, which makes discrete optimization
impossible;

• does not give an opportunity us to find the conditional minimum or maximum.

The suggested method allows you to fix these drawbacks.
The traditional non-automated approach to assessing the efficiency of equipment

loading reduces the likelihood of correct assessment (Table2).
The proposed method allows us to eliminate this drawback.

4 Conclusions

1. In the framework of lean production technology, to solve the problem of optimiz-
ing the business processes of the industrial enterprises based on information and
communication technologies, as well as reducing losses that do not create addi-
tional consumer value for the product, the corresponding optimization methods
and expert systems were studied. These researches have shown that present day
themost effective is the apply of metaheuristic methods and fuzzy expert systems.

2. To minimize losses that do not create consumer value and which underlie lean
production technology, multi-agent metaheuristic methods have been developed
based on particle swarm optimization and simulated annealing to solve the travel-
ing salesman problem, the shortest path problem, the assignment problem and the
inventory control problem. The use of these methods is aimed at minimizing the
costs associated with unnecessary movements, irrational transportations, waiting
and stocks.
The proposed metaheuristic methods provide: control of the convergence rate
of the method, as well as providing at the initial iterations of the global search,
and at the final iterations of the local search through the simulated annealing;
the possibility of discrete and conditional optimization through the random key
technique and the penalty function.

3. An adaptive fuzzy expert system for evaluating the efficiency of equipment load-
ing has been developed. The proposed system simplifies the interaction between
the operator and the computer system through the use of quality indicators and
also allows for identifying its parameters using the proposed multi-agent meta-
heuristics.
The proposed optimization methods based on multi-agent metaheuristics and
an adaptive fuzzy expert system allow intellectualizing lean production logistic
technology for industrial enterprises.
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Prospects for further research are to test the proposed methods on a wider set of
test databases.
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A Testing Methodology for the Internet
of Things Affordable IP Cameras
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Craig Thomson, and Nasser M. Al-Zidi

Abstract IP cameras are becoming a cheaper andmore convenient option for a lot of
households, whether it being for outdoor, indoor security, or as baby or pet monitors.
Their security, however, is often lacking, and there is currently no testbed that focuses
and evaluates security of the most affordable cameras on the market. The aim in this
paper is to propose a methodology to evaluate the security of IP cameras used in
households these days. Methodology proposed consists of five phases that evaluate
different areas of chosen IP cameras, from default settings, through software and
network connections analysis, toweb application testing aswell as untestedfirmware.
After performing testing on two IP cameras that were taken into account—Wansview
Q5 and Tapo C100, it has been concluded that Wansview Q5 is a more secure choice.
Main security recommendations based on the results were to allow users to decide
on their settings and disable any open ports that are not in use, as well as update the
outdated software.
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1 Introduction

The Internet of Things (IoT) is a communication paradigm referring to the integration
of physical world with computing connecting a range from devices that can be used
as virtual assistants such as Google Echo or Amazon Alexa, through smart kitchen
appliances, such as toasters and fridges all the way to security systems, including
security cameras, doorbells and even locks [1, 2]. They are often created with porta-
bility and usability in mind, with limited set up time required [2–7]. The importance
of creating a system for evaluation of their security is ever-growing, as they start to
encompass every aspect of life [8, 9]. Devices such as IP cameras are increasingly
used for not only outdoor security, but also indoor baby or pet monitors. IP cameras
have a processing power enabling the on-board analysis of videos that could be
also remotely accessed and may offer some security features such as encryption and
authentication with the major disadvantage being the cost [3]. The security of these
devices emerges as an important issue with users unaware of the potential security
risks [5]. However, and despite that such cameras can carry a huge deal of poten-
tially sensitive data, there is not enough work on security of these devices [3]. Hence,
this research attempts to create a model for evaluation of security of two low-end
IP cameras that are easily available from online retailers. The main question that
this paper aims to answer is: Is it possible to create one methodology for testing of
multiple devices?

The rest of the paper is structured as follows. Section 2 overviews the related
work. Section 3 sheds light on the main attacks IoT devices are vulnerable to and
the main countermeasures. Section 4 presents the research methodology followed in
this study. We demonstrate the results obtained in Sect. 5 and discuss them in Sect. 6.
We conclude the paper in Sect. 7 highlighting lessons learnt and directions for future
work.

2 Related Work

Several studies have been conducted with the aim to propose a methodology for
analyzing IoT devices. For instance, the authors in [5] outline a methodology for
testing the security of a range of IoT devices. The study involves devices such as
HDMI sticks, drones, smartwatches, and IP cameras. Tools used for this testbed
includeWiresharkKismet andKali Linux, aswell asOpenVAS,Nessus andNexpose,
which can be used for the initial vulnerability scanning. It proves that the ciphers,
firmware and even data streams are not encrypted, and it is visible when sniffing
traffic using Wireshark and other network monitoring software. By using vulnera-
bility scanner—OpenVAS, the authors prove that tested devices are vulnerable to a
number of well-known vulnerabilities. It is, however, a broader study that covers a
wide number of devices. In relation to IP cameras, Varol and Abdalla [3] propose a
penetration testing methodology for IP cameras, which consists of three main stages.
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First phase being ‘Defining the Area’ includes a decision on whether the testing and
research be carried out on the whole structure of the device; including the firmware
and network connections or if the analysis should solely focus on one feature of the
IoT device; example being network connections. Second phase is ‘Implementation
of the Process’, which implements the penetration testing techniques outlined in
the report. During this phase, the authors collect the data and information that can
be found during testing. The third and the last phase is “Outcomes reporting and
presentation” which essentially documents all of the findings found in phase two.
However, this paper is limited to only penetration testing methodology rather than
an evaluation of the security of IoT devices, namely IP cameras.

In [7], the authors tested a wide range of IoT devices. They do indicate that a lot of
devices they have tested returned a number of high vulnerabilities, which in the case
of our paper is not accurate. They do, however, raised an issue with a HTTP server of
the device and the fact that it is prone to possible denial of service attacks and heap
overflow. The authors in [8] looked at a number of different security layers for awider
range of IoTdevices, and they found a large number of unencrypted informationwhen
usingWireshark as a packet sniffer. Information such asmodel number,manufacturer,
hardware and software versions was seen during tests performed on Tapo camera.
The paper explored a number of known vulnerabilities, including weak credentials,
account lockout and denial of service. Out of the tested devices, baby monitor, which
is the closest to the tested IP cameras, came back with a possible denial of service,
which was one of the possible attacks to be carried out on the two tested IP cameras
in our study.

3 IoT Attacks, Challenges and Countermeasures

3.1 Main IoT Attacks and Challenges

The study in [3] describes several countermeasures and their challenges in relation
to IoT devices including IP cameras. It explains how the devices can be exploited on
their physical layer, but it also deals with attacks involving social engineering and
device hardware which could potentially severely impact privacy of users.

Eavesdropping attacks

One of the most prevalent issues in IoT devices is eavesdropping attacks and their
potential impact on the type of data that are leaked to a potential malicious actor.
Devices such as smart watches, IP cameras and baby monitors are especially vulner-
able to eavesdropping attacks, and the outcome of a successful attack could have dire
consequences. Information such as health statistics of the owner of a smart smart-
watch, live feeds from baby monitors or IP cameras can be extracted using tools
available to virtually anyone. The data are often transmitted via unsecured protocols,
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which are fairly easy to crack. Many of them lack cryptographically secure channels
between the servers and the devices themselves [3, 6].

Unauthorized Access and Software Update

Unauthorized access is another big issue raised in this article. This is especially
prevalent in IoT devices due to default weak credentials, which are rarely changed by
the less technologically advanced users. Attackers are fully aware of the credentials
being easy to guess which in turn opens those devices to dictionary and brute force
password attacks [3, 6]. The authors raise another issue which is software updates.
These are often not enforced and in the case of cheaper, affordable IoT devices hardly
a priority. Software updates are, on the one hand, a solution to a lot of IoT issues,
and, on the other hand, part of a bigger problem. Because of the way IoT devices
are inherently updated, they need to be available and connected to the Internet at
all times. This capability opens up doors to unauthorized access and exploits at all
times. This in turn enables eavesdropping attacks, malicious code injection, node
insertion, and so on [3].

3.2 Attack Countermeasures

The study in [4] classifies IoT devices vulnerabilities into three layers: device-based;
network-based and software based and shows security impact on the CIA triangle.
It then takes presented vulnerabilities and proposes remediation strategy that can be
easily implemented. As a part of the strategy, it outlines three main countermeasures
as follows.

Access and authentication controls

Access and authentication controls are designed to conquer challenges such as phys-
ical security, insufficient resources, insufficient access control and audit mechanisms,
aswell as inadequate authentication. The attacks that can be preventedwith this coun-
termeasure are dictionary attack, device capture, sinkhole attack and battery draining
attack [4].

Software assurance and Security Protocols

Software assurance is dealingwith insufficient access control andweak programming
practices, a prevailing issue when designing IoT devices. Attacks that can be avoided
by implementation of software assurance are injection and firmware modifications
attacks [4]. Implementing proper security protocols can help avoid attacks such a
Sybil attack, device capture and battery draining attacks [4]. These are just main
three counter measures outlined in this research. There are many other proposed
ways of securing IoT devices, and this research is aiming to do just that.
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4 Methodology

4.1 IP Cameras Investigated

Wansview Q5

The first device undergoing testing is Wansview Q5 [10], wireless IP camera that is
advertised as an affordable solution for both indoor and outdoor security monitoring.
The camera connects to anAndroid or an iPhone application and offers cloud services
as an additional service. It also accepts a microSD card that can store the recorded
feed locally.

TP-Link Tapo C100

Second device that is tested in this research is TP-Link Tapo C100wireless IP camera
[11]. Similarly, to the first one, it is advertised as an affordable, secure camera for
everyday use. It also uses Android and an iPhone application to control the device
and see the live feed. It also accepts SD card as a local storage of the feed. According
to TP-Link’s website, it uses a 128-bit AES encryption that supports SSL/TLS.

4.2 Lab Considerations

There is a number of considerations that have to be taken into account before testing
the devices, and these are outlined in this section of the report. For the operating
system, Kali Linux is one of the most popular, advanced and open-source operating
systems that is used by many ethical hackers when performing penetration testing
[12, 13]. Because of its versatility and ease of use, it is a main choice when evaluating
security of any given systems and devices. This methodology utilizes couple tools
available in Kali to test the security of the two IP cameras including Wireshark,
Nmap, Hydra, Whois, Nessus, Dirbuster, Curl, and Nikto.

4.3 Testing Approach

Phase 1—Default Settings and Policies

Phase 1 consists of information that can be gathered by looking through the iPhone
application that controls the IP cameras. This test is evaluating default settings on the
cameras and the applications used. This test is largely based on in-app information
with questions being asked in this test are:

• What is minimum password length?
• What is the required complexity of the password?
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• Is there an expiration date on the password?
• Can the new password be the same as previous password?
• Is password displayed by default?
• How many failed attempts before account lockout?
• Are the default camera account credentials secure?
• What services can be enabled by the user?

Phase 2—Software

The second phase is testing carried out on the software component of the IP cameras.
This is utilizing vulnerability scanning with the questions being asked in this test are:

• Is the device exposed to any known vulnerabilities?
• Is the software on the device up to date?
• Is the communication secure?

Phase 3—Network and Packet Capture

Phase 3 is testing network connections to and from the IP cameras and what infor-
mation can be found based on the results obtained using the tools Nmap, Nmap NSE,
Wireshark, and WhoIs with the questions being asked are:

• What is the Operating System of the IP camera?
• What is the Service running of the IP camera?
• What ports are open?
• What known vulnerabilities can be found on the device?
• What networking protocols are used?
• What encryption protocols are used?
• What information can be found in transmitted packets?
• Are there any odd IPs contacted by tested devices?

Phase 4—Web Application

Phase 4 involves web application testing including scanning, responses, directory
path traversal, and Brute-forcing web application using, Curl, DirBuster, Hydra, and
Nikto with the following questions:

• What response can be seen in the RTSP/HTTP/HTTPS headers?
• Can we access the web application without authentication?
• Can the directories in web application be brute forced?
• What directories are visible?
• Is it possible to access directories without authentication?
• Is the web application vulnerable to exploits available in the scanner?
• Is the server version up to date?
• Are there any version specific issues?
• Is it possible to brute-force credentials on the application?
• Are there any passwords that match with admin/root username?
• Are there any matching credential pairs in the most common credential list?
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5 Results and Evaluation

5.1 Phase 1—Default Settings and Policies

When signing up for an account withWansview application, the details such as email
and password have to be filled. The password required must be between 9 and 16
characters and include at least one of numbers, uppercase and lowercase letters as
well as special characters. There is also an email verification required, which adds a
level of security on top of the complex password. Local account default credentials
on Wansview IP cameras are arguably secure, with a random default username and
random string of complex characters as a password. Table 1 outlines the answers to
questions asked in methodology for both sign up and local accounts.

Similarly, to Wansview camera, Tapo C100 has two logins. For the sign-up
account, Tapo camera requires an email address and a password that is between
8 and 32 characters, that include at least two of letters, numbers and symbols. There
are no historical checks, meaning the same password can be used more than ones
and the password does not expire. The only requirement for this account is that
both username and password have to be between 6 and 32 characters. Tapo camera
does not have default credentials for local account. It does, however, allow a user
to create a camera account for third-party applications, such as NAS solutions. The
only requirement for this account is that both username and password have to be
between 6 and 32 characters. There is no requirement for any complexity. Table 2
shows the answers to the methodology questions for Tapo C100 camera.

In relation to services, Wansview has a number of security features that can be
enabled. The local feed of the camera can be accessed in a browser or VLC player
when a user navigates to a specific address. It can, however, be changed to any port
between 554 and 1544, which would add a layer to its security. The possibility of
randomizing this port is a good security feature as it would make it harder for the

Table 1 Password policy—Wansview

Questions Sign up account Local account

What is minimum password
length?

At least 9 characters No minimum

What is the required complexity
of the password?

Lowercase, uppercase, number
and special characters

No complexity required

Is there an expiration date on
the password?

No No

Can the new password be the
same as previous password?

Yes Yes

Is password displayed by
default?

No No

How many failed attempts
before account lockout?

No account lockout No account lockout
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Table 2 Password policy—Tapo

Questions Sign up account Local account

What is minimum password
length?

At least 8 characters At least 6 characters

What is the required
complexity of the password?

Two out of letters, numbers and
symbols

No complexity required

Is there an expiration date on
the password?

No No

Can the new password be the
same as previous password?

Yes Yes

Is password displayed by
default?

No No

How many failed attempts
before account lockout?

No account lockout No account lockout

Table 3 Default settings

Question Wansview Tapo

Are the default camera account
credentials secure?

Yes, but can be changed by the user
with no complexity required

Yes

Is privacy mode enabled by
default?

No privacy mode available No directories

What security can be enabled by
the user?

Can specify port for RTSP
Can specify port for ONVIF

No

malicious factor to access live feed. That is of course assuming that they are already on
the local network. There is no privacy mode that can be enabled. However, there is a
possibility to enable ONVIF in case a user wants to expand their IP camera coverage.
This protocol ensures standardized deployment of IP cameras fromdifferent vendors.
The protocol itself does not really support any security features; Wansview camera,
however, allows the user to choose their own port number between 8000 and 9000. It
also enables verification by default using the same credentials as the local account.
Table 3 outlines the answers to the questions asked in the methodology section for
both cameras.

5.2 Phase 2—Software

When Nessus scanner is run on the Wansview camera, it comes back with 14 infor-
mational vulnerabilities. The scan revealed three main HTTP issues, which include
information on what methods are allowed, server type and version as well as protocol
information. It also detected the HTTP version—lighttpd 1.4.52 on the web server.
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Table 4 Software vulnerability scans

Question Wansview Tapo

Is the device exposed to any
known vulnerabilities?

CVE-1999-0524 CVE-1999-0524,
CVE-2004-2761,
CVE-2016-2183,
CVE-2012-4929,
CVE-2012-4930,
CVE-2013-2566,
CVE-2015-2808

Is the software on the device up
to date?

No, the latest lighttpd is 1.4.59 No, Linux Kernel is
running version 2.6

Is the communication secure? No information found No, supports TLS1.0

Nessus uses a SYN port scan, which shows three ports that are open: 80, 554 and
65,000, which corresponds to nmap results presented later in this chapter. It also
highlights information that the potential attacker can gain by simply scanning this
target, such as the type of the device, ethernet card manufacturer and MAC address.
Additionally, it informs of timestamps supported for both ICMP and TCP/IP proto-
cols, which could potentially give an attacker knowledge of time set on the target
machine. That in turn could aid them in performing attacks on time-based authen-
tication measures. This vulnerability was published under CVE-1999-0524. Tapo
C100 has 21 vulnerabilities detected, 7 of which are medium, 2 are low and the rest
are informational. Six of the medium and one low vulnerability are found in SSL
service. The main issue here appears to be with the self-signed and untrusted SSL
certificate for the web server which is over port 443—HTTPS. Meaning that if a
possible malicious factor was to sniff enough traffic encrypted with this cipher, they
would be able to decipher the stream as plain text. There is also a low vulnerability
in TLS that could potentially be vulnerable to CRIME attack, which can occur due
to compression when host uses both HTTPS and SPDY protocol. Table 4 outlines
the answers to the questions asked in the methodology section for both cameras in
relation to vulnerability scans.

5.3 Phase 3—Network Information and Packet Capture

Nmap is used for this test. To determine the operating system that was run on the
Wansview camera -O flag in nmap was used. The operating system was determined
to be Linux 2.6.32–3.10, which corresponds to Nessus’s findings. To determine the
version of services running on the open ports -sVflagwas used. TheHTTPweb server
was determined to be running lighttpd 1.4.52. There is a number of vulnerabilities
found when running this script. Most of which reside in lighttpd version of the HTTP
web server. Similarly, first test carried out was on the main network to determine
what was the IP of Tapo camera which was found to be IP is 192.168.0.33. For
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Table 5 Network information

Question Wansview Tapo

What is the Operating System of the
IP camera?

Linux 2.6.32–3.10 Unknown using nmap -O

What is the Service running of the IP
camera?

lighttpd 1.4.52 Nagios-NCA DoorBird
gSOAP 2.8

What ports are open? 80
554
65,000

443, 554
2020
8800

What known vulnerabilities can be
found on the device?

CVE-2010-0295,
CVE-2008-1531,
CVE-2008-0983

Inconclusive

Tapo camera, the same flag was used: -O. Nmap could not determine the operating
system. To determine the version of services running on the open ports -sV flag was
used. The HTTPS web server was determined to be running Nagios NSCA. The
service version for RTSP port is DoorBird, and two other ports that are open are
running gSOAP 2.8 and no information on port 8800. This scan also gives the tester
information of what kind of device the tester is scanning. The vulnscan.nse was run
on Tapo C100 camera, and it returned a large number of results. Nagios service
appears to have a large number of vulnerabilities that could be due to version found
by nmap—Nagios NSCA. However, there is no exact version determined, and the
results appear to be showing all vulnerabilities for all of the versions and vendors,
including Cisco, Siemens and Google. Table 5 shows the answers to the questions
asked in methodology for both cameras in relation to network information.

In respect to Wansview packet capture, Wireshark and WHOIs are used for this test.
This test is divided into two main parts. First one is inspecting traffic between the
camera itself and an app that is controlling it and the second one is checking what
traffic the IP camera itself produces. Main protocol used to send live feed and any
changes to the settings between the camera and the iPhone appwasUDP. Information
such as camera ID, access key and user agent is visible when sniffing the network.
Packets exchanged between the two devices also include ICMP. When followed, the
stream gives information on content type, user agent and host. For the Tapo camera,
the main protocol for the live feed and app control is over TCP between port 8800
on the camera and port 60,060 on the phone. It also uses a number of UDP packets
between random ports. Similarly, to the previous camera, Tapo POSTs information
over HTTP to /stream. When the HTTP stream is followed, there is a number of
data disclosed. Information available on client side is its model and UUID. Data
such as camera name, nonce, what hashing algorithm is used—MD5, what cipher is
used—AES128 and padding are also visible. Additionally, it transports username in
plain text—“admin”. When setting up the camera, the first UDP packet from camera
to application contains information such as device id, type and its mac address. It
also shows the hardware and firmware versions as well as AES key. Similarly, to
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Table 6 Packet capture

Question Wansview Tapo

What connection protocol is
used? TCP or UDP?

UDP TCP

What networking protocols
are used?

HTTP, ICMP, IGMPv3, SSDP,
DNS, DHCP

HTTP, ICMP, SSDP, DHCP,
DNS, IGMPv2, IGMPv3, NTP,
MPEG

What encryption protocols are
used?

TLSv1.2 TLSv1.2

What information can be
found in transmitted packets?

Camera ID, access key and
user agent

Client model, Client UUID,
camera name, hashing
algorithm (MD5), cipher
(AES128), username (admin),
device id, device type mac
address, hardware version,
firmware version, AES key

Are there any odd IPs
contacted by tested devices?

Digitalocean which is a cloud
provider for Wansview

AWS IP addresses

Wansview, ICMP packets are used for host unreachable and echo information. Tapo
also uses TLSv1.2, between 443 and 59,661 port, and the handshake is visible. Most
information is scrambled, however, plaintext information that can be seen in TCP
stream of TLSv1.2. The camera was found to contact 34.252.183.71, Amazon AWS
via TCP protocol. The motion alerts are also visible in the traffic. They show up as
an Encrypted alert, through TLSv1.2 to AWS IP address. For more detail refer Table
6.

5.4 Phase 4—Web Application

Web Application Responses

First test is for RTSP response, which checks for the options available when checking
theRTSP port, whichwas determined to be open in tests before. Because the response
is 200 OK, it can be assumed that it is possible to access the video parameters with
no authentication. With the ‘DESCRIBE’ flag set, it also lists possible parameters to
use in further penetration testing.

For the Tapo camera, the same test was carried out on the open RTSP port for Tapo
camera. Similarly, it comes backwith 200OK response, however, givesmore options
that canbeused for injection attacks.Threemore curl commands are runon the system
in order to determine the response of the web application; these, however, outline
weak SSL certificate. A summary of the two cameras web application responses is
shown in Table 7.
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Table 7 Web application responses

Question Wansview Tapo

What response can be seen in the
RTSP/HTTP/HTTPS headers?

200 OK
200 OK
Failed to connect

RTSP: 200 OK
HTTPS: curl failed

Is it possible to access the web application without
authentication?

Yes, RTSP Yes, RTSP

Table 8 Directory path traversal

Question Wansview Tapo

Can the directories in web application be brute forced? No Yes

What directories are visible? /media No directories

Is it possible to access directories without authentication? No No

What are HTTP/HTTPS responses? 403/500 N/A

Directory path traversal

For this test, Dirbuster was used with default small wordlist available in Kali. To
get a sample of directories available in Wansview IP camera, Dirbuster was run
on the web server on port 80. After a number of tests, the webserver kept coming
offline and timing out GET requests, which in itself is a security issue, as there is no
denial-of-service protection. That being said it, when disabling features such as auto-
switch between HEAD/GET requests, choosing not to brute-force files and disabling
recursive option, the only directory found was /media, with response of 500. When
testing Tapo cameras HTTPS web server using both directory and file option, there
was no results found on the wordlist used. A summary of the two cameras for the
directory path traversal responses is shown in Table 8.

Web Application Scanning

It is assumed that when performing application scanning using Nikto, it should come
back with similar results to Nessus. Nikto script returned similar results to the curl
command with the allowed HTTP methods. It also highlights issues with headers
that could result is XSS, clickjacking and injection attacks. When scanning the web
service on the Tapo camera, we change the protocol to HTTPS. Nikto script ran on
Tapo camera’s HTTPS port returned a large number of results. It did, however, return
several interesting directories available including SQL, access, admin, information
and country code directories. There is also a number of possible admin login sections
outlined. A summary of the two cameras of the web application scanning responses
is shown in Table 9.



A Testing Methodology for the Internet of Things … 475

Table 9 Web application scanning

Question Wansview Tapo

Is the web application vulnerable to
exploits available in the scanner?

XSS, clickjacking and injection
attacks

Results inconclusive

Is the server version up to date? No No banner available

Are there any version specific issues? No Results inconclusive

Brute-forcing web application

The first test involved testing of the HTTP port on Wansview camera using Hydra.
It was run using two precomputed wordlists of credentials and passwords. The flags
used are:

• -e to specify null password and login as password
• -f to decrease used resources and exit when credential pair was found, and
• -V to see all attempted pairs.

For Tapo camera, the same command was ran, with the changed https-get request
in order to again accommodate for theHTTPS server.When using the samewordlists,
credential pair of root/root was found. When using ‘admin’ as a username, password
‘login’ and ‘admin’ was matched. When using ‘root’ as a username, the password
‘root’ is confirmed. A summary of the two cameras of the web application scanning
responses is shown in Table 10.

Table 10 Brute-forcing web application

Question Wansview Tapo

Is it possible to brute-force
credentials on the application?

Yes, no errors found, no
lock out initiated

Yes, no errors found, no lock out
initiated

Are there any passwords that
match with admin/root
username?

root/root. root/password.
root/123456
admin/admin.
admin/password.
admin/123456

root/root

Are there any matching
credential pairs in the most
common credential list?

Yes root/root admin/admin
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6 Results Discussions

6.1 Phase 1 and Phase 2

Phase 1 was evaluating default settings and policies. When it comes to the default
policies,Wansview camera appears to bemore secure. The sign-up password policies
are quite strong for both, given the minimum length and complexity requirements.
Wansview, however, adds another layer by requiring verification for the email address
thatwas signed up. That is of course assuming that their previous passwordwas part of
a breach. When it comes to a local account policy, both cameras suffer from possible
weak credentials vulnerability, with no complexity or length required.When it comes
to services that can be enabled on both devices, Wansview is also the one that could
be considered more secure. There is no privacy mode available for this one, and the
local camera feed can be accessed using possibly weak credentials; however, that can
be secured further by specifying a port for RTSP itself which is an option that can
be enabled. Phase 2 involved testing the IP cameras themselves using a vulnerability
scanner—Nessus. In this phase, it was also determined thatWansview is more secure
out of the two. The issues found in Tapo camera, all appear to be in the encryption of
the traffic between the camera itself and the web server. It supports a number of weak
ciphers that are known to have a number of collisions which means that the potential
attacker would be able to decrypt the traffic and possibly see the feed between the
devices. Though not enabled, it also supports TLS1.0, which has a number of issues
in itself and can be used to perform man in the middle attack. Both cameras have
a number of informational vulnerabilities that can be used in information gathering
phase of any possible attack.

6.2 Phase 3 and Phase 4

Phase 3 involved testing of the network capability of both cameras. Tools such as
Nmap and Wireshark were used. For investigation using nmap, both of the cameras
showed a number of open ports with Wansview having three and Tapo having four.
Nmap also highlights a number of issues in the web server itself. For Tapo camera,
the results turned out to be more inconclusive. That being said, port that was open for
developer toolkit, did ran a version of gSOAP, which is prone to couple of denial-of-
service attacks. The amount of information that can be found by simply sniffing the
network is excessive. Such details as the device used to control the camera itself are
available, includingmodel andUUID. Encryption information, such as hashing algo-
rithm and cipher, can also be seen. Username also appears to be transported in plain
text over the network, which does aid in further brute force attacks. Phase 4 consisted
of web application testing, using a number of open-source tools in Kali.When testing
Tapo HTTPS server, there were no directories found, but the search did not time out
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or deliver any errors in the process. Testing of the vulnerabilities on the web server
using nikto, highlighted a number of possible issues for Wansview camera. It was
determined that due to the way headers of the server are configured, it is potentially
vulnerable to XSS, clickjacking and content injection attacks. When testing Tapo
camera’s web server, a similar issue that arose during nmap investigation emerged.
Due to the server not having a clear version, the results for vulnerabilities found were
deemed inconclusive. However, it did find a number of interesting directories that
could potentially be used to carry out a number of attacks.

6.3 Security Recommendations

There is a couple of security recommendations for both user and a manufacturer that
can be suggested after performing these tests. One of the most basic and easiest to
implement security improvements is requiring a user to have complicated password
that is at least eight characters long andmultifactor authentication [14–17]. One of the
considerations for manufacturers would be completely disabling and not supporting
older encryption protocols as those can be used in various man in the middle attacks
[18]. Setting a locking out option when several failed attempts is tried, can also help
with such attacks. Updating the operating system and closing unused ports, are very
basic security improvements that can be done on bothmanufacturer and the customer
level. Especially for Tapo camera, port 2020, used for developer’s toolkit, does not
necessarily need to be open at all times. To build on this research, phase 5, or a
firmware testing could be carried out, to further determine possible issues with the
cameras on the physical layer. This could also include further web application and
the iPhone application testing.

7 Conclusion and Future Work

The aim of this study was to create a methodology that can be used to test two
low-end IoT devices—IP cameras. The proposed method of testing included overall
four phases as mentioned earlier. The proposed testbed has reached the aim of the
study, with both cameras showing different results, which allowed for forming of a
conclusion thatWansview IP camera is amore secure choice. There is of course, room
for further research. For instance, testing the firmware is another possible phase in
testing of the IP cameras. In addition, carrying out proposed phase 5 would improve
the methodology in itself. Dedicated vulnerability analysis and application testing
itself would definitely be the next steps in evaluating the testing of the IP cameras.
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Detecting Equatorial Plasma Bubbles
on All-Sky Imager Images Using
Convolutional Neural Network

Worachai Srisamoodkham, Kazuo Shiokawa , Yuichi Otsuka ,
Kutubuddin Ansari, and Punyawi Jamjareegulgarn

Abstract This paper proposes initially to apply convolutional neural network (CNN)
for detecting the equatorial plasma bubbles on the ASI images. The considered CNN
model is the YOLO v3 tiny model under a deep learning API (Keras), running on
top of the machine learning platform (TensorFlow). Our program for EPB detection
is written in Python that is extended easily to combine into a space weather web site
for detecting and notifying EPBs in our next step. The results show that the YOLO
v3-based CNN can detect the EPBs in ASI images with different intensities obtained
from many countries. The threshold is tested and selected to be 0.40 suitably for
detecting the anomaly (EPB existence). The maximum anomalous value is selected
to decide the EPB occurrence.
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W. Srisamoodkham
Faculty of Agricultural and Industrial Technology, Phetchabun Rajabhat University, Sadiang,
Thailand
e-mail: hs5xij@pcru.ac.th

K. Shiokawa · Y. Otsuka
Institute for Space-Earth Environmental Research, Nagoya University, Nagoya, Japan
e-mail: shiokawa@nagoya-u.jp

Y. Otsuka
e-mail: otsuka@isee.nagoya-u.ac.jp

K. Ansari
Integrated Geoinformation (IntGeo) Solution Private Limited, New Delhi, India

P. Jamjareegulgarn (B)
King Mongkut’s Institute of Technology Ladkrabang, Prince of Chumphon Campus, Chumphon,
Thailand
e-mail: kjpunyaw@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
H. Sharma et al. (eds.), Communication and Intelligent Systems, Lecture Notes
in Networks and Systems 461, https://doi.org/10.1007/978-981-19-2130-8_38

481

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2130-8_38&domain=pdf
http://orcid.org/0000-0002-6842-1552
http://orcid.org/0000-0002-3098-3859
mailto:hs5xij@pcru.ac.th
mailto:shiokawa@nagoya-u.jp
mailto:otsuka@isee.nagoya-u.ac.jp
mailto:kjpunyaw@gmail.com
https://doi.org/10.1007/978-981-19-2130-8_38


482 W. Srisamoodkham et al.

1 Introduction

Plasma instabilities over equatorial ionosphere can be a major source of large- and
small-scale density depletions during after sunset and after midnight. The depleted
plasma over magnetic equator (so-called equatorial plasma bubble or EPB) formu-
lates at the bottomside F region and rises upwardly with its structure elongating
along the magnetic field lines. The plasma instabilities exist various scales ranging
from 10 cm to 1000 kmwhere they can disrupt HF communication, satellite commu-
nication, positioning, as well as navigation systems within ±20° latitudes around
geomagnetic equator [1]. In general, these perturbed ionosphere conditions can lead
to another phenomenon named as equatorial spread-F (ESF) in F region, because they
affect directly the HF communications by producing the echo spreads in ionograms.
Both EPB and ESF have been known as the main sources for Global Navigation
Satellite System (GNSS) disturbances. The scintillation is the amplitude and phase
fluctuations of signals that leads to disrupt satellite-based communications and dete-
riorate the GNSS positioning accuracy [2, 3]. The main reason is that the sudden
density depletions inside EPBs disturb the GNSS velocities passing the ionosphere.
This is why the occurrence characteristics as well as probabilities of EPB have been
studied for space weather and ionospheric physics. (e.g., [4, 5]).

Basically, the F region plasma irregularities at height 250–350 km can be observed
as dark EPBs and bright plasma blobs. The plasma blobs were observed firstly by OI
630.0 nm all-sky imagers (ASIs) at Brazil [4]. Nade et al. [5] investigated the simul-
taneous plasma blobs and EPBs over low latitudes, but the generation mechanism of
EPBs and blobs is not obviously comprehended [6] and should be made additional
investigation. Paznukhov et al. [7] studied firstly the EPBs and the scintillations over
Africa in 2010 for monitoring the ionospheric irregularities. Their results released
that the EPBs are directly related to the scintillations and the scintillation severity
relies on EPB depth. The scintillation amplitude is identified by S4 index, and the
EPBs are analyzed based on spectral analysis and GPS TEC observation. Shiokawa
et al. [8] conducted the experiments of atmospheric and ionospheric waves in the
upper atmosphere over several countries using ASIs. Their results reported about the
features of small gravity waves and medium disturbances in mesosphere, thermo-
sphere and ionosphere. As for our earlier EPB investigations, the obvious airglow
depletions incurred by EPBs can be observed by several OMTIs and analyzed at
Chiang Mai, Darwin, and Kototabang etc. After storing the ASI images, they will
be post-processed and analyzed with some kinds of program such as MATLAB,
SCILAB, etc.

Likewise, numerous literatures have proposed several methods to analyze the all-
sky image data. For example, Kubota et al. [9] introduced a method to convert the
pixel ASI images into the actual coordinates at the airglow emission layer. Afterward,
Narayanan et al. [10] present an approach to convert the pixel values into the respec-
tive latitude–longitude values of each ASI image. In Thailand, the ASIs of optical
mesosphere thermosphere imager were also installed at Chiang Mai and Chumphon
provinces to monitor plasma bubbles. The ASI images of these two regions are very
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important so as to investigate the EPB generation mechanism, the EPB movement
and the impact of EPB onHF communication, positioning, and navigation over equa-
torial and low latitudes [11]. However, the EPB detection and notification have not
proposed simultaneously; therefore, the authors have an idea to detect the nighttime
ASI images and classify each ASI image with or without EPBs on web applications
using convolution neural network (CNN). The ASI images at Chiangmai, Thailand,
is employed as the train dataset for the proposed CNN method. Meanwhile, the ASI
images are also taken from previous published manuscripts to be the test dataset such
as Lynn et al. [15], observed at Darwin, Australia; Takahashi et al. [16], observed at
São Luis, Brazil; and Makela et al. [17], observed at Haleakala, Hawaii [17].

2 Optical Mesosphere Thermosphere Imagers (OMTI)

Optical Mesosphere Thermosphere Imagers (OMTI) was constructed by ISEE of
Nagoya University in 1997 in order to investigate the dynamics of airglow emissions
in upper atmosphere. The OMTI consists of all-sky imagers (ASIs), photometers,
and interferometer. The imagers employ some cooled CCDs of 512× 512 pixels. All
of the ASIs in the OMTI have at least four filters and some gases’ filters. The BPF
bandwidths are about 1–2 nm and the ASI sensitivities are less than 0.4 counts per
second providing smaller than 4000 count/R/s. Further details of the OMTI can be
read and studied in Shiokawa et al. [8], and the airglow images of OMTI are obtained
from the web: https://stdb2.isee.nagoya-u.ac.jp/omti/index.html. Otsuka et al. [9]
suggested that the ASIs of OMTI are a crucial instrument for better understanding
the coupling between ionosphere and thermosphere and detecting the EPBs. Figure 1
shows the examples of airglow images detected by OMTI at Chiang Mai, Thailand,
on February 2, 2020.

3 YOLO Tool

Object detection is a significant mission that is concerned to identify the existence
and the localization of one or more objects in a given figure. The methods of object
recognition and classification seem to be the challenging tasks. Hence, the YOLO
with convolutional neural networks (CNNs) approach has been proposed to be the
modern tool for performing the real-time object detection [12]. That is the reason
why the YOLO is selected to detect the real-time EPBs from ASI images in this
work.

YOLO tool was built and released to the public in April, 2018. It is recognized
to outperform the previous YOLO versions. Its algorithm depends on a variant of
Darknet which has 53 hidden-layer network trained on Imagenet. The latest version
of YOLO is YOLOv3. In this work, a CNN program is coded with python using
YOLOv3model that is contained inKerasAPI andTensorFlow.Note that TensorFlow

https://stdb2.isee.nagoya-u.ac.jp/omti/index.html
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Fig. 1 The airglow images detected by all-sky airglow imagers of OMTI at Chiang Mai, Thailand,
on February 2, 2020

is the open-source of Google for developing the applications based on machine
learning and deep learning. It can be used on several platforms (e.g., windows,
Linux, etc.) for making machine learning.

As for YOLO v3, a fully convolutional neural network (CNN) with larger than
100 layers can be processed for its object detection due to 53-hidden layers. The
operating procedure of YOLO v3 is depicted in Fig. 2 where YOLO v3 includes the
down-sampling three levels for the input image dimensions. Especially, the object
prediction of YOLO v3 are forecasted using logistic regression [13]. As for several
advantages of YOLO v3, it is thus employed to train the all-sky imager (ASI) images
and classify those images with or without plasma bubbles in this work.

4 Results

The ASI images with and without EPBs at Chiang Mai, Thailand, were used as
the training images. Afterward, those images were extracted the image features and
classifiedwith andwithout EPBs usingYOLOv3 (CNNmodel). YOLOv3 tinymodel
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Fig. 2 The operating procedure of YOLO v3 [13]

was employed in this work, because it has a slightly lower recognition accuracy, but
runs faster as compared to the standard model. The accuracy and the computational
power of the tinymodel are equal to 33.1 and 5.56 Bn, respectively, that aremuch less
than those of the standard model [14]. During training the number of ASI images,
we find that the suitable threshold is equal to 0.40 (or 40%) for classifying the EPBs
and also use the word “anomaly” in each image to represent the EPB occurrence.
In Table 1 case (a)–(d), the ASI images with EPBs show their anomalies of greater
than and equal to 40%. The maximum anomalies in each ASI image are selected to
decide surely the EPB existence. In contrast, the case e) of Table 1 depicts an ASI
image without EPBs whose anomaly is less than 40% (no anomaly).

5 Conclusion

Equatorial plasma bubble (EPB) in all-sky imager (ASI) images are detected using
the convolutional neural network (CNN) for the first time. The YOLO v3 “Tiny”
model is used to detect the EPBs due to its several benefits. Our EPB detection
program is written in Python that can be gathered into a web site at once. After
gathering the ASI images from different countries and Chiang Mai, Thailand, we
start extracting the features and classify the ASI images with and without EPBs like
“supervised learning”withYOLOv3-basedCNN.Note that theYOLOv3 framework
is based on Keras API (deep learning) operated on TensorFlow (machine learning)
platform. We find that the CNN model can be used to detect admirably the EPBs in
ASI images with the suitable threshold setting of 0.40. This threshold was defined
after more than two hundred ASI images with and without EPBs were trained and
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Table 1 ASI Images before and after CNN model with maximum anomalies and sources

Case ASI Images
Before CNN model

ASI Images
After CNN model

Maximum of
anomalies

Image Sources

(a) 54% Lynn et al. [15],
observed at Darwin,
Australia

(b) 45% Takahashi et al. [16],
observed at São
Luis, Brazil

(c) 53% Makela et al. [17],
observed at
Haleakala, Hawaii

(d) 43% Chiang Mai,
Thailand, observed
by Nagoya
University

(e) No anomaly Chiang Mai,
Thailand, observed
by Nagoya
University

classified completely. In the future, this CNN-based EPB detection program will be
combined on the space weather web site and will be used as an EPB precursor over
Thailand.
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A Comparative Study of Traditional
Bank A and Digital Bank B
from an Organizational Innovation
Perspective

Easwaramoorthy Rangaswamy , Naresh Nadipilli, and Nishad Nawaz

Abstract The digital insurgency is troublemaking the association between banks
and their customers, and new features constantly seem to upgrade client experience.
A digital transformation procedure comprises of innovative technology application
developments, just as company aspects, for example C-suite executives uphold,
digital transformation strategy, product innovations, HR systems and organiza-
tional changes. The practical implications of this research study show digital bank
customers are more satisfied than traditional bank customers during COVID-19,
digital banking services are cheaper than traditional banking services, product inno-
vation plays a major role in digital transformation and also note that most of the
customers are preferred to use digital bank services rather than Internet banking,
POS terminals, credit cards, debit cards and ATM machines.

Keywords Traditional banking · Digital banking · FinTech · Digital
transformation · Organizational innovation · Customer satisfaction

1 Introduction

During the past recent decade, there has been a rise in the number of organizations
that have been presenting the idea of digital transformation. Digital transformation
involves not just the utilization of new innovative technologies (for example, data
analytics, machine learning, artificial intelligence and Internet of things), yet in addi-
tion the progressions of the key business components, including strategy, operating
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model, plan of action, business procedures, company structures and company culture.
If we are able to handle all these functions effectively, it can prompt business process
enhancement (optimization) and it will produce better results for the organization. It
additionally triggers industry disturbance by the presentation of new plans of action
and the advancement of digitized products and services [1].

We are currently living in a period of digitization, populated by the digital natives
of generations anyway according to the exploration shows just around one of every
eight worldwide banks (12%) have all the earmarks of being completely dedicated to
digital transformation, roughly four out of 10 banks (38%) are in the transformation
stage yet have not conveyed a strong and convincing digital change strategy to the
market and the excess half of banks have not made huge progressions in digital
transformation, to improve their significance, they should adopt and fully committed
to digital transformation strategy. As per this data only just couple of banks are
contributing and investing more money towards turning out to be first digital banks
[2].

Starting late, the economic business has seen rapidly creating allocation of finan-
cial advancement, or FinTech. Banks and Venture Capitalist uphold have made
substantial interests in FinTech, reflecting their cravings for critical change in the
finance industry. The fast development of progress in FinTech has reviewed the
conceivable impact on banks and their strategies testing, while some market specta-
tors measure that an enormous piece of bank’s revenues, especially in retail banking,
is in hazard all through the accompanying 10 years [3].

1.1 Situational Analysis

Singapore inhabitants are progressively receiving digital payments because of the
COVID-19 pandemic, as per a Global Data report. The report gauges absolute card
payments will progress by 2.5% to $85.3 billion while money withdrawals at ATMs
will decrease by 3.4% in 2020. Singapore is a profoundly evolved contactless card
markets, with most shoppers approaching contactless card. The COVID-19 episode
has prodded shippers to embrace electronic payments.Cashpayments are set decrease
in the present moment in Singapore while card payments, especially contactless
payments, are required to fill in not so distant future [4].

2 Review of Literature

Review of Literature is a synopsis of connected published evidence specifically point
and attention. Review of Literature is normally coordinated with a depiction, precis
and basic assessment of individual source and furthermore recognizes the gaps that
require further exploration. The research issues mentioned under research question
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will be further described, analysed with past research data and also identifies the
gaps for further research purpose.

2.1 Challenges to Traditional Banking

The term ‘Traditional Banking’ is referred to as the banking system that has been
followed since past. The traditional banking system is the banking system where
the financial institution provides the financial services to the customer by accepting
deposits from the public and creates demand deposit. The traditional banking is
none other than banking facilities that are provided by the banking sectors to their
customers. The traditional banking is an institution that is devoted to the adminis-
tration of the deposit that is made by its customers. This banking facility or service
is running from a long period and is still continuing, the banking institution has
different branches where the customers can visit in order to deposit or withdraw
their money. The system of customers visiting the bank’s branch and deposit their
money and withdraw their money and to avail various other banking system has been
a long-followed process and it is still into practice in recent times but many people
prefer to do it over mobile.

It should be noticed that the conventional financial framework is right now
confronting a purge as they battle to fulfil their clients. Preferably, this purge results
from the expanding number of customers that are looking for digital banks. Cocking
(2018), state that claims from client puts it out that they acquire monetary control
with regards to digital and neo-banks. Individuals today can possess their monetary
information, and also, they can straightforwardly transfer the data to other monetary
organizations. As [5, 6] clarifies, neo-banks are 100% autonomous and, furthermore,
they have no physical branches or service centres. At the end of the day, neo-banking
implies no work area banking, it is carefully through mobile. Eminently, the digital
retail banking transformation is here and numerous other financial organizations
have indicated their interest to proceed with digital transformation. This desire for
change in the financial framework has brought about a touchy, just as worldwide
development in the rise of more clients inclined towards neo-banks.

As per [6], these sorts of banks offer fully digital services at amazingly low
expenses. This perspective has pulled in numerous individuals from the millennial
age since utilities can be paid at their solace. With such a circumstance within reach,
the traditional banks are currently dominated by the neo-banks on numerous fronts.
Then again, research from [7] demonstrates that customers have been confronting
a significant issue in regard to utility payments because of the inner cost structures
inside the conventional banking framework. Nonetheless, the development of neo-
banks has essentially diminished the majority of the operational costs that are forced
on utilities. Groenfeldt [8] suggest that the conventional banks should significantly
increase their work to keep up their income contrasted with neo-banks. Additionally,
insights depict that the costs forced on utilities in conventional banks range from
$150 to $250, though the sum for advanced or neo-banks is just $45 [9]. Aside
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from the issue of costs, neo-banks offer consistent client experience, which is the
main attraction to their target group (the working and considering recent college
grads). Customers are provided with individual financial management application
with actionable and easy-to-use features that assist when saving money or travelling
for leisure activities.

2.2 Evolution of FinTech and Latest Trends

Lately the business scene in the financial industry has changed significantly. After
the monetary emergency of 2007–2008 the economic industry specialists have
heightened guideline of the financial area, presenting new or fortifying present
norms. Moreover, advancements in technology, innovation and Finance Technolo-
gies (FinTech) [10] have expanded the need to search for additional inventive reso-
lutions in banking [11] and replace conventional financial frameworks with new
innovation-based cycles [7, 12].

As the FinTech area fringes are hard to characterize, accessible information on
FinTech is to some degree disputable, contingent upon organizations remembered for
the statement. Accenture study characterizes FinTech organizations as organizations
that “provide advancements for banking and corporate account, investment busi-
ness sectors, financial information investigation, payments and individual finance
management” [13]. In this way, the advancement of FinTech and its effect on the
eventual fate of banking are very effective now a days [14].

2.3 Organizational Innovation

Innovation alludes to the execution of approximately fresh that is useful to the trend-
setter. It is the selection of fresh ideas or conduct [15, 16] stated innovation as “the
presentation and implementation, inside a gathering, company, or more extensive
culture, procedures, products, or systems fresh to the pertinent unit of reception
and expected to profit the gathering, distinct, or more extensive culture.” Rogers
[17] depicted innovation as “a thought, exercise, or item that is seen as new by a
specific or other unit of acceptance”. According to [18], innovation is “the multi-
stage measure whereby companies change thoughts into new/enhanced products,
services or methods, to progress, contend and separate themselves effectively in
their domain”. Innovation identifies with new products and 72 JED 21,1 services,
creation techniques and methodology and innovative technologies, just as regulatory
variations [19].

This research embraces the exhaustive and broadly perceived meaning of innova-
tion presented by the [20] “A innovation is the developing of brand new or essentially
enhanced invention (good or service), or method, another promoting technique, or
another organizational strategy in business best practices, work environment firm
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or outside relations”. The explanation involves four sorts of innovation: product
development, process advancement, organizational innovation and promoting inno-
vation—in which organizational innovation is stated as “the execution of brand-
new corporation method in the organizations strategic best experiments, working
environment organization or outside connections” [20].

A Forrester Consulting exploration examination authorized by Accenture Collab-
orative originates that the vital drivers of high-tech change are advantage to the orga-
nization, consumer loyalty and to increase rapidity of the market. To additionally
explain, the examination got some evidence about their wide essential requirements
during the following year. The core verdict was “enhancing the customer journey”,
trailed by emerging profits, improving variation in the products and decreasing costs
[9].

2.4 Strategic Ways to Upgrade with Product Innovations

New Product advancement is one of the key exercises for some organizations to
accomplish upper hand [21]. Innovativeness and development are firmly related, yet
they are not something very similar. A few organizations can create a ton of thoughts
yet cannot place the thoughts without hesitation. Creativity is characterized as far as
inventiveness while development comprises of changing a ground-breaking thought
into another brand new product, method or service, which prompts picking up benefit
with respect to business endeavours [22]. Advancement can suggest high beginning
and non-stop investments, hazards and vulnerability, the advantages, for example
distinction from rivalry, client allegiance, cost expenses for inventive products and
passage obstructions for potential imitators for the most part, appear to exceed the
costs [23]. In digitally developing organizations, almost 90%of strategies concentrate
around enhancing procedures in developing brand new product by using advanced
technology and innovation [24].

2.5 Gap Analysis

Gap analysis alludes to an investigation action among guidelines and the real distri-
bution dissimilarities [25]. This gap examination would comprise inside and outer
investigation, where outside is about how it is verbal with the client, while interior
is about how the banks developed the products or service. It is to help in shutting
the gaps with the end goal for business to achieve the maximum elevated potentials.
This is a comparative study method to contrast and analyse the Traditional Bank A
and Digital Bank B, the findings showed that digital transformation, organizational
and product innovation play a major role in customer satisfaction.
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Fig. 1 Conceptual model

2.6 Conceptual Framework Development

Figure 1 shows the conceptual model, it shows what are the challenges faced by
traditional banks and these are themain trigger points for digital transformation of the
banks. The key drivers which will accelerate the digital transformation are strategy,
technology and organizational innovation [26]. The digital transformation in banks
can be achieved by product innovation, and it influences the customer satisfaction in
banks. The conceptual framework in Fig. 1 also identifies the independent variables
like day-to-day banking, digital tokens, digital finance planner, Internet banking and
cyber security under product innovation and dependent variables like ease of access,
cost saving (lower interest rates and less transaction fees), time saving (no need to
go bank or ATM), 24 h access (can make payments any time), physical security (no
need to go out with cash), personal finance management tools to know your past
spending and future expenses are dependent variables for customer satisfaction.

3 Methodology

3.1 Research Questions

Based on the above problem statement this research study concentrates on the digital
transformation of banks and FinTech evolution, in this context there is a need to
discover challenges faced by traditional banks and also find the importance of product
innovation which directly pertains to customer satisfaction and generates more value
to the organization so above all raises the following research questions,

• What are various strategic ways for traditional banks to upgrade with product
innovations to generate more value?
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3.2 Aim and Objectives

With the above research questions to be addressed in the current research, the overall
aim of the project is to find out the challenges faced by traditional banks, understand
how technology disruption changed the banking operations, analyse how technology
became a key driver for digital transformation of banks, conduct a comparative
study of product innovations adopted by Bank A and Bank B from customer point
of view and provide some recommendations to all the traditional banks on how we
can generate more value to banks by adopting product innovation in the banks.

• To evaluate the product innovations adopted by Traditional Bank A and Digital
Bank B.

• To suggest traditional banks on various strategic ways to upgrade with product
innovations to generate more value.

3.3 Hypotheses

Null Hypothesis1: There is no significant relation between customer satisfaction and
digital transformation of the bank.

Alternate Hypothesis1: There is a significant relation between customer satisfaction
and digital transformation of the bank.

Null Hypothesis 2: There is no significant impact on day-to-day banking operations
due to FinTech transformation.

Alternate Hypothesis 2: There is a significant relation between day-to-day banking
operations and FinTech transformation.

3.4 Research Design

As per research philosophy realism was opted to work in this research, realism was
defined by [27] that it was a philosophy that is constructed on scientific approach to
develop the knowledge. This study is expected to contribute the areas of traditional
banks, digital banking, organization innovation, customer satisfaction and sugges-
tions. In the exploration approach, deductive methodology was picked to reasonable
way at the examination as it was building on the sensible perspective and to reach
inference from the hypothesis [27]. Deductive approach initiates from the current
speculation and prototype, which proposals were made and besides thus attempted
through observational examinations. Moreover, the investigation study would be a
quantitative assessment with deductive technique. So as to build up the investigation
method, study methodology was assumed for this investigation. It could consider
diverse size of publics and from this general public to find the user experiences of
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Bank A and Bank B clients. Research decision of this investigation is mono strategy
as a solitary subjective information assortment method and related examination tech-
niques was used. In any case, [28, 29] expressed that mono strategy is to be a lot
simpler to design and execute.

3.5 Sample Selection and Size

Primary data were collected using convenience sampling, with the sample size of 60
users being selected to be the respondents of the survey. This research was conducted
in Singapore with descriptive research design and questionnaires were used as the
research instrument. The respondentswere contacted onlinemethod but theywill still
remain as anonymous accessing the survey link which does not capture their name
and email ID. The respondents are customers who have used the service of traditional
or digital bank. They are general public and do not have any specific affiliations with
the bank except as customer of their products; hence, the above research is only
using and collecting information that is available in the public domain [30]. This
research was carried out using non-probability sampling in which that everybody
had the equivalent opportunity to be chosen and depended on their accessibility and
helpful chance to chip away at the survey [31].

4 Findings

4.1 Research Validity and Reliability

Content validity was alluded to the subjective arrangement among the experts that
a scale legitimately appeared to precisely reflect what it was supposed to quantify.
Construct validity is to guarantee that the estimation was really estimating what
it was expected to quantify during the statistical investigation. Content validity of
the survey was finished by getting the input from 5 banking consultants, who are
subject matter specialists in the financial domain. Construct validity was done by
referring a statistician, to confirm that suitable variable sorts like nominal, ordinal
and categorical alongwith intervals are preferred.Reliability analysiswas determined
using Cronbach’s alpha coefficient, a score of at least 0.73 or above is measured as
reliable [32, 33]. The reliability score for all the items in the research instrument was
0.946. Additional, reliability analysis was also shown for each segment of research
instrument to comprehend the reliability of, respectively, segment.

As per the above results in Table 1, with all the scores being greater than 0.73,
the research instrument is measured reliable.
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Table 1 Results of reliability analysis

Questions Cronbach’s alpha No. of items

Accessibility and customer satisfaction during COVID-19 0.750 9

Attitudes and perceptions towards digital banking 0.912 7

Innovative user interface/banking products 0.924 5

Benefits of digital banking services compared to traditional
banking

0.828 6

Reliability score for all items together 0.946 27

4.2 Demographic Profile of the Respondents

Based on the data collected, Table 2 indicates that there weremoremale respondent’s
(65%) participated when compared with female respondent’s (35%). This implied
that more males use banking facilities than female. Coming to the age, most of the

Table 2 Gender, age,
academic level and
occupation

Gender No. of respondents Percentage (%)

Male 39 65

Female 21 35

Total 60 100

Age No. of respondents Percentage

18–30 years old 45 75

31–45 years old 11 18.3

46–55 years old 4 6.7

56 years old+ 0 0

Total 60 100

Academic level No. of respondents Percentage

Secondary and below 0 0

Diploma 1 1.7

Bachelor’s degree 34 56.7

Master’s degree 25 41.7

Doctorate degree 0 0

Total 60 100

Occupation No. of respondents Percentage

Government 3 5

Private limited 50 83.3

Self-employed 3 5

Not employed 2 3.3

Student 2 3.3

Total 60 100
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respondents (75%) are falls in 31–45 range, 18.3 falls in 18–30 range and remaining
respondents (6.7%) are falls in 46–55 range. This indicates that younger genera-
tions are more inclined towards technology rather than conventional services. On
levels of education, the majority of the respondents as presented by 56.7% were
degree holders, 41.7% were master’s degree holders. Only 1.7% had a diploma. This
indicates that all the educated were adopting to new technologies and they are very
familiar with digital banking products and their benefits so more educated people
will not use traditional banking. Coming to the occupation, the majority of the popu-
lation (83.3%) are employees of private limited company. This indicates that most
of the private employees use digital banking services rather than traditional banking
services. For example, IT professionals are very well equipped with technology so
they always prefer to use digital banking services. Out of 60 sample size, exactly
50% are traditional bank customers and 50% are digital bank customers.

4.3 Accessibility and Customer Satisfaction During
COVID-19

Most of the customers Fig. 2 indicate that 88.3% respondents did not face any diffi-
culty in opening new account or credit card or loan during COVID-19. Only 11.7%
of the respondents were faced difficulty in opening new account or credit card or
loan. From this finding we can say that still some banks did not fully digitalize the
account opening/credit card applying/Loan processing.

Table 3 indicates that most of the respondents were rated high for mobile
banking device compared to other financial devices like Internet, POS terminal, ATM
machine, credit card and debit card, due to this it got the first rank. This implies that
customers are more interested towards cashless transactions (digital banking) rather
than traditional banking financial devices and represented in Fig. 3.

Fig. 2 Opening a new account or credit card or loan during covid-19
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Table 3 Ranking of different financial devices

S. No. Attributes Customers assigning scores Mean Rank

1 2 3 4 5

1 Mobile banking 2 0 4 14 40 4.50 1

2 Internet 1 1 6 14 38 4.45 2

3 POS 5 2 16 17 20 3.75 6

4 ATM machine 4 6 7 14 29 3.97 5

5 Credit card 2 4 5 11 38 4.32 3

6 Debit card 5 0 9 15 31 4.12 4

Note Ranks in the last column is based on the values of mean scores

Fig. 3 Ranking of different financial devices

Figure 4 indicates that 63.3% respondents are satisfiedwith banking service during
COVID-19, only 36.7% respondents are not satisfied with the banking services.
This implies that digital banking customers are more satisfied than traditional bank
customers due to product innovation adoption in their banking services.

4.4 Attitudes and Perceptions Towards Digital Banking

Figure 5 shows, 76.7% respondents confirmed that digital banking service are cheaper
than traditional banking services so most of the banking customers are preferred to
use digital services rather than traditional banking services due to no extra cost
required to avail the digital banking services.

Table 4 indicates that most of the respondents were chosen ease of use and also
rated high due to this it got the first rank compared to other attributes like, trust
in banks, overall trust, trust in third-party payment network (Visa and Mastercard),
trust in the technology of mobile banking and security from fraud. This implies
that customers are more interested towards comfort in accessing the digital banking
services rather than traditional banking services.
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Fig. 4 Satisfaction with banking services during COVID-19

Fig. 5 Attitude and
perception towards digital
banking
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Table 4 Ranking of customer perception digital banking

S. No. Attributes Customers assigning scores Mean Rank

1 2 3 4 5

1 Overall trust 1 0 16 23 20 4.02 2

2 Trust in banks 3 1 13 21 22 3.97 3

3 Trust in the technology
of mobile banking

1 4 14 22 19 3.90 4

4 Trust in third-party
payment network (Visa
and Mastercard)

1 6 13 24 16 3.80 5

5 Security from fraud 2 4 17 23 14 3.72 6

6 Ease of use 1 0 7 24 28 4.30 1

Note Ranks in the last column is based on the values of mean scores

4.5 Innovative User Interface/Banking Products

Table 5 indicates that most of the respondents were rated high for “It is easy to make
a payment, transfer money and balance enquiry” compared to other digital menu

Table 5 Ranking of different digital banking menu services

S. No Attributes Customers assigning scores Mean Rank

1 2 3 4 5

1 It is very easy to
navigate and understand
about my mobile
banking menu

1 1 13 20 25 4.12 2

2 It is easy to make a
payment, transfer
money and balance
enquiry

1 1 7 17 34 4.37 1

3 Facility of digital token
for easy and secure
access

4 1 7 22 26 4.08 3

4 Dedicated option for
credit/debit card
blocking in case of any
emergency

1 2 13 22 22 4.03 4

5 Past expenses and
upcoming spending’s
can be shown in
personal finance
management tools

1 2 13 23 21 4.02 5

Note Ranks in the last column is based on the values of mean scores
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services due to this it got the first rank. This implies that customers main reason to
use digital banking is because of its availability (24 h), they can make transactions
anytime and no need to go to ATM or bank physically which saves lot of time in
their daily activity.

4.6 Benefits of Digital Banking Services Compared
to Traditional Banking

Table 6 indicates that most of the respondents were rated high for “Time saving (no
need to go to bank or ATM)” compared to other digital banking benefits due to this
it got the first rank. This infer that customers do not want to waste their quality time
in standing in the long queues at ATM machine and banks which saves lot of their
time. Apart from this they also no need to spend any extra cost for digital banking
services whereas for accessing traditional banking services, customers need to spend
extra money to reach physical Bank Branch locations.

Hypothesis Testing

The digital transformation of the bank ismeasured by product innovation so the study
was conducted based on customer satisfaction to prove the null and the alternative
hypotheses.

Table 6 Ranking of different benefits of digital banking services

S. No. Attributes Customers assigning scores Mean Rank

1 2 3 4 5

1 Cost saving (Lower
rates, transaction fees)

3 4 19 19 15 3.65 5

2 Time saving (There is no
necessity to go to bank
or ATM)

1 0 4 13 42 4.58 1

3 24 h services (The
transaction can be made
any time)

1 2 4 14 39 4.47 2

4 Physical security (There
is no requirement to go
out with cash)

1 0 14 18 27 4.17 4

5 Very rarely visit my
branch for services,
thanks to digital
banking, POS terminals
and Internet banking

2 2 8 15 33 4.25 3

Note Ranks in the last column is based on the values of mean scores
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Table 7 Chi squire test results of digital transformation of the bank and customer’s satisfaction

Tests Value df Asymp. Sig.
(2-sided)

Exact sig. (2-sided) Exact sig. (1-sided)

Pearson
chi-square

4.593** 1 0.032

Continuity
correction

3.517* 1 0.061

Likelihood ratio 4.674 1 0.031

Fisher’s exact test 0.060 0.030

Linear-by-linear
association

4.517 1 0.034

N of valid cases 60

** denotes significance at a 1% level.
* denotes significance at a 5% level

H0: μ1 = μ2 μ1 − μ2 = 0: Digital transformation of bank does not have
significant effect on customer satisfaction.

H1: μ1 �= μ2 μ1 − μ2 �= 0: Customer satisfaction has significant impact on
digital transformation of the bank.

Table 7 indicates the chi-square test performed that shows a significant relation-
ship between digital transformation of the bank and customer’s satisfaction, χ2(1, N
= 60)= 4.593. The findings indicate that the P < 0.05; thus, the null hypotheses were
rejected and the alternative hypotheses were considered which stated that product
innovation has an influence on customer satisfaction, which in turn says digital
transformation of the bank depends upon product innovation.

H0: μ1 = μ2 μ1 − μ2 = 0: FinTech Transformation does not have significant
effect on day-to-day banking.

H2: μ1 �= μ2 μ1 − μ2 �= 0: Day-to-day banking has significant impact on the
FinTech transformation.

Table 8 indicates the chi-square test performed that shows a significant relationship
between FinTech transformation and day-to-day banking operation,χ2(1,N = 60)=
17.385. Thefindings indicate that theP <0.05; thus, the null hypotheseswere rejected

Table 8 Chi squire test
results of fintech
transformation and day to day
banking operation

Tests Value df Asymp. sig. (2-sided)

Pearson
chi-square

17.385* 4 0.002

Likelihood ratio 19.367 4 0.001

Linear-by-linear
association

6.856 1 0.009

N of valid cases 60

* denotes significance at a 5% level
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and the alternative hypotheses were considered which stated that FinTech Transfor-
mation has an influence day-to-day banking operations such as mobile banking,
Internet banking, POS terminal, credit card/debit card and ATM.

As per the findings from data collection and hypothesis testing, it is proved that
digital customers are more satisfied when compared with traditional bank customers
during COVID-19 and also digital transformation is directly correlates to customer
satisfaction.

5 Discussion

Based on the data analysis it was found that the customers are more satisfied
with digital banking services and the changing tendencies for customers, who are
requesting better approaches to utilize financial services, and the competitive scene
onto which the enormous technology and the FinTech organizations have blasted,
are constraining the banks to face digitalization as an issue of persistence, so in order
to meet the competition with in the financial services, all banks should adopt the
strategy of digital transformation. Based on this research we can conclude that the
principle three key drivers for digitalization of a bank are improvement in new inven-
tive products to accomplish consumer loyalty, while the subsequent methods adopt
to use upcoming technologies available in the market and the last requires innovation
across the organization that will accelerate the digital transformation. Those banks
which are already following the above process are present in advanced position now
and ready to satisfy all the new demands of the customers and they are already in
competition with advanced digital financial service organizations. The study was
embedded general suggestion as follows,

• Digital Banking Products Artificial intelligence (AI) helped deals of banking
products, for example stores, credits and home loans, are led through direct
channels, including social media. That is in accordance with moving shopper
inclinations and conduct patterns in online business, particularly coordinated at
Generation Y and techsavvy clients.

• Digital Robo-advisory AI-based digital financial organizer oversees month-
to-month pay, repeating payments, reserve funds and speculations, expanding
connection between the advanced bank and clients. Legitimate continuation of
the hover of trust between the advanced bank and clients, where clients depend
on the Digital Robo-advisory services to improve speculation portfolios depen-
dent on individual objectives and inclinations, routinely changes them and records
steady outcomes and appropriately dispenses assets for each period of the client’s
journey towards everything computerized.

• Internet of ThingsMobile or Fitbit can be used to track our fitness and the same
devise can be used as digital wallet to pay bills while purchasing any product or
service.
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• Blockchain-enabled lending is a technology which can be used to speed up the
loan processing when compared with legacy technologies. It will automatically
verify all the KYC/financial documents in real time and process the loans very
quickly.

• Cloud Architecture Technology made some amazing progress from data centres
to cloud computing technologies like AmazonWeb Service andMicrosoft Azure.
Nowadays banking regulators gave permission to banks to maintain the data in
cloud which will save lot of operational cost and that directly leads to additional
income generations for banks.

Digital transformation is about something beyond giving on the web and mobile
usefulness. Conventional financial suppliers need to join advanced rapidity and
accommodation with manual influences that are equally smart and kind at vital
instants in the client satisfaction.

6 Conclusion and Future Research

Similar to any other research, there are limitations for this study as well. The major
limitations of this study are time and financial constraints. Considering the current
pandemic situation, confined time and lack of money were the significant restrictions
in visiting and conducting face-to-face interviews or to direct telephonic interviews.
Hence, it was chosen to plan and email a questionnaire to selected people to finish
the survey. The research scope is very limited and comparative analysis is not based
on the financial performance of the two banks and also noted that this research only
concentrates on the Singapore bank customers.

This study should be simulated in all the traditional banks and also can stretch out
to different countries as well, for instance developing country like India. India is one
of the upcoming countries where mobile payments and digital banking are valuable
because of the enormous populace living in rural areas. Further study is expected
to comprehend whether there are different components that influence bank’s client
experience and financial performance in those unique circumstances. Stretching out
the study to explicit banks and bank employee’s perceptions also can be taken and the
results can be compared with those from customer’s insights. Covering all these extra
lines of research will assist with growing more vigorous digital bank transformation
theory in near future.
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A Novel Approach to Improve
the Performance of a Classifier
Using Visual and Haptic Data

Sekhar R. Aravind and K. G. Sreeni

Abstract In haptic identification of objects, various factors like friction and acceler-
ation between the object and the haptic tool, audio, and image information contribute
a lot. This paper proposes a novel technique to improve the performance of a clas-
sifier using visual and haptic data. Both conventional machine learning and deep
neural network have been used for the experiment. The dataset used here is the
haptic data with image, friction, and acceleration as inputs. Individual predictions
models are developed for each input modality and then combined using the weighted
average technique. The results showed a considerable improvement when compared
to conventional multimodal feature-based classifiers. Simulation and analysis are
done using Python3.7/Jupyter Notebook.

Keywords Multimodal · Haptics ·Weighted average

1 Introduction

Haptics is concernedwith the science of human touch and the interaction that happens
in a virtual environment, and the purpose is carried outwith the help of special devices
known as haptic devices. The word haptics began to emerge in the early 1990s s
[1–3]. To understand the sense of touch, the focus should be not only on the perception
of the physical boundaries of the body but also on the analysis of surface properties.
To enable the user to sense haptic vibrations, the haptic rendering algorithm should
have an update rate not less than 1 KHz [3–5]. If the above-mentioned criteria are not
satisfied, then the result will be unstable haptic vibrations, particularly in the case of
stiffer contacts.

Tactile understanding plays a significant role in haptic identification besides visual
inputs [6–9]. Humans usually identify objects using both haptic and visual feed-
back. In recent years, multiple input-based haptic identifications have been gaining
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significance. Haptic identification of objects can be done using various features like
image, acceleration, and friction between the object and tool, audio information, etc.
[10–13]. Multimodal techniques have been recently used in haptics for classification
purposes [14, 15]. Multiple input-based classification techniques have been found to
improve the accuracy much better when compared to single feature-based classifica-
tion [16, 17]. Multimodal feature-based surface classification techniques have been
found to improve the accuracy to a great extent. In most cases, the multimodal inputs
are applied to a single network which is further processed to get the final prediction.
One main factor that needs to be taken care of in the multimodal feature-based clas-
sification is the network complexity as a result of feeding multiple inputs to a single
network.

Both deep learning and machine learning techniques are used here to effectively
classify the objects based on visual and haptic inputs [18–20]. Such deep neural
networks have been found very much useful in various areas such as object iden-
tification [21]and automatic speech recognition [22]. Multimodal techniques using
deep learning have been recently used in haptics for object identification [23, 24].

Adding ensemble-based classifiers in multimodal classification helps to reduce
the network complexitywithout compromising accuracy [25–27]. Such conceptswill
be very much useful if applied in the area of haptic identification [28, 29]. Another
way of combining multiple classifiers is by using the confusion matrix [30, 31]. The
confusion matrix describes the performance of a classifier on a set of test data for
which the true values are known. The concept of maximum entropy is also used to
develop the ensemble classifiers in some areas [32].

This paper introduces an ensemble-basedmultimodal approach to haptically iden-
tify various objects. The method can also be effectively used to improve the perfor-
mance of multimodal classifiers. The proposed approach was first applied to develop
a multimodal-based deep learning model. Fifteen different materials have been used
for the purpose, and the datasets of the objects are obtained from http://www.lmt.
ei.tum.de/texture/. For each material image, acceleration and friction properties are
considered for classification purposes. Also, the proposed method was applied to
improve the performance of multimodal classifiers. Both machine learning and deep
learning-based classifiers are used for this purpose.

The remaining of the paper is organized as follows. Section 2 presents some of
the relevant works in haptic identification using multiple inputs. Section 3 describes
the datasets and the classifiers used followed by Sect. 4 which explains the proposed
technique. The results and conclusions are given in Sects. 5 and 6, respectively.

2 Related Works

In classifier construction, an object can have multiple attributes, each of which
explains a specific feature of the object. Classification methods used for such multi-
feature models are termed multimodal classification methods. Multiple input-based
techniques are used in classification for improving accuracy in many areas.

http://www.lmt.ei.tum.de/texture/
http://www.lmt.ei.tum.de/texture/
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In many cases, visual information may not be able to predict the objects correctly
since visually identical objects can differ in their internal state, material, and compli-
ance [33]. Deep learningmodels have been used in the field of haptics to achieve high
performance in classification tasks, particularly in multimodal applications [19, 20,
23, 24]. Multiple input-based classifications have been effectively used to overcome
such limitations. In [34] Nakamura et al. proposed a method for object recognition
from multiple modalities such as visual, auditory, and haptic information. Gao et al.
[23] proposed a deep learning technique for tactile understanding using visual and
haptic inputs. Here, haptic and visual input networks have been individually trained
and the activation function from the trained networks has been used to train a mul-
timodal network. Their results show combining the inputs from multiple modalities
will result in improved performance.

Li et al. used an ensembled generative adversarial networks for learning cross-
modal visual-tactile information to convert texture attributes of the image to the
corresponding tactile output. They proposed that the use of an ensembled generative
adversarial network made the training simple and also produce stable results. In [24],
Zheng et al. developed a technique for surface material classification using haptic
and visual information and achieved an accuracy of 74% from a set of 69 different
materials using a naive Bayes classifier. They have selected image, acceleration,
friction, and sound as the multimodal inputs for classification. In [35], Zheng et
al. extended their work by applying deep learning techniques. They have used a
fully convolutional neural network with the max voting framework and achieved an
accuracy of 98.8%.

Multiple input-based classifications of objects are an emerging area in the field
of haptics and require further research. The proposed method applies a weighted
average approach that can improve the performance of multimodal classifiers.

3 Dataset and the Classifiers Used

For the experiment with multimodal data, fifteen different materials are selected
which are publically available to download from https://zeus.lmt.ei.tum.de/down
loads/texture. The images of the selected materials are shown in Fig. 1. For each
material image, acceleration and friction features are used for classification purposes.
Three separate classifiers are used for the experiment. A naiveBayes classifier (NBC)
and classification tree (CT) are used as the conventional machine learning classifiers,
while for deep learning a deep convolutional neural network has been used.

4 Proposed Method

In the proposed method the image, acceleration, and friction attributes are used for
classification. Figure2 shows the structure of the proposed method. Here, the visual
data is the image and the haptic data represents the acceleration and friction. Once

https://zeus.lmt.ei.tum.de/downloads/texture
https://zeus.lmt.ei.tum.de/downloads/texture
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Fig. 1 Sample of materials used for the classification,data courtesy https://zeus.lmt.ei.tum.de/
downloads/texture/

the individual models are trained, the proposed method aims to combine the models
using an ensemble classification approach which is applied to the model outputs.

The proposed method combines the output of the three models using an ensemble
weighted average technique. Here, three different classifier models have been devel-
oped using the image, acceleration, and friction features. In the proposed ensemble
approach, weights are assigned to the individual feature-based classifiers to make a
better prediction compared to the individual classifiers. The prediction accuracy of
each classifier is chosen as its weight. Now, using the prediction accuracy as weights
a weighted average ensemble-based multimodal classifier has been developed.

Weighted average of a non-empty finite multiset of data x1, x2, …, xn with corre-
sponding non-negative weights w1, w2, …, wn is given by

x =
∑n

i=1 xiwi
∑n

i=1 wi
(1)

where
∑n

i=1 wi = 1. The data elements with a higher weight can contribute more to
the weighted mean than others with lower weights.

To illustrate themethodology used, let us consider a four-class classification prob-
lem. The classes are denoted by 0, 1, 2, 3, etc., and the vector p = [p0, p1, p2, p3]
denotes the prediction probability vector of classifier for a given test input. Here, p0,
p1, p2 and p3 denote the prediction probabilities of class 0, 1, 2, and 3, respectively.
We have consideredmultimodal inputs such as image, acceleration, and friction data,
and a classifier is built individually for each modality. The final prediction of each
test input is based on the individual prediction.

https://zeus.lmt.ei.tum.de/downloads/texture/
https://zeus.lmt.ei.tum.de/downloads/texture/
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Fig. 2 Block diagram showing the structure of the proposed weighted average prediction

Let αI denote the prediction accuracy of classifier 1 with image as input and
pI = [p0I , p1I , p2I , p3I ] denote the corresponding prediction probability vector.

Similarly, with classifier 2 with friction data as input, αF and pF = [p0F , p1F ,

p2F , p3F ] denote prediction accuracy and prediction probability vector.
Let αA denote the prediction accuracy of classifier 3 with acceleration data as

input and pA = [p0A, p1A, p2A, p3A] denote the corresponding prediction probability
vector.

Now, for the purpose of combining the three classifiers, weights have to be
assigned. For the purpose of determining the proposed prediction matrix, a math-
ematical model has been developed using the weighted average method. Figure3
shows the proposed mathematical model.

Here, in the proposed weighted average classifier, the weights assigned to the
individual classifiers are selected in such a manner that it is equal to their overall
prediction accuracy. The determination of the overall prediction probability with the
multimodal input is given in Eq.3.

p = αI .pI + αF .pF + αA.pA

αI + αF + αA
(2)
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Fig. 3 Mathematical model of the proposed classifier

Here, the prediction probability vector for the j th test sample is p j =
[p0j , p1j , p2j , p3j ] where p0j = αI .p0I j + αF .p0F j + αA.p0Aj .

If we have N classes based on M inputs, then the prediction probability p is given
by

p =
∑M

k=1 αk .pk
∑M

k=1 αk

(3)

each pk is an N dimensional vector given by pk = [p0, p1, . . . , pN−1]

In the proposed method, there are 15 classes (N = 15), and hence, the predic-
tion probability vector is a 15-dimensional vector. The prediction probability vector
for the j th test sample with the kth input is pk j = [p0k j , p1k j , . . . , p14k j ]. The overall
prediction probability vector is determined for fifteen different classes with three
inputs as per Eq.4, where N = 15 and M = 3. The overall prediction probability
vector will be as shown in Eq.5.

p = αI .[p0I , p1I , . . . , p14I ] + αA.[p0A, p1A, . . . , p14A ] + αF .[p0F , p1F , . . . , p14F ]
αI + αA + αF

(4)
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5 Results and Discussions

The simulation has been done using Python3.7/JupyterNotebook.Here, the proposed
method is first used to develop a deep learning-based multimodal classifier and also
extended to improve the performance of classifiers.

5.1 Deep Learning-Based Multimodal Classifier Using
the Proposed Approach

Figures4, 5 and 6 depict the train and validation accuracy using the image, accel-
eration, and friction data separately. In all the cases, the training accuracy closely
matches with the validation accuracy indicating that themodels performwell without
much overfitting.

Fig. 4 Train and validation accuracy (image data)
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Fig. 5 Train and validation accuracy (acceleration data)

Fig. 6 Train and validation accuracy (friction data)

Let the confusion matrix of the classifiers using image, acceleration, friction, and
the proposed method be denoted respectively by CMpI , CMpA , CMpF and CMp.
Equation5–8 shows the generated confusion matrices of the classifiers for fifteen
different classes with ten test inputs from each class.
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CMpI =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

10 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 10 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 9 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 7 0 0 0 0 1 2 0 0 0 0 0
0 0 0 0 10 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 7 0 0 0 0 0 2 0 0 0
0 0 0 0 0 0 9 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 10 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 10 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 10 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 10 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 10 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 10 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 10 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 10

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(5)

CMpA =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

10 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 10 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 9 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 7 0 1 0 0 0 2 0 0 0 0 0
0 0 0 0 10 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 7 0 0 0 0 0 2 0 0 0
0 0 0 0 0 0 8 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 10 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 10 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 10 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 10 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 10 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 10 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 10 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 10

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(6)

CMpF =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

10 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 10 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 10 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 10 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 10 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 10 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 10 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 10 0 0 0 0 0 0 0
0 0 0 0 0 0 0 10 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 10 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 10 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 10 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 10 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 10 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 10

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(7)
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Table 1 Comparision of confusion matrix of the individual feature-based classifiers and the the
proposed classifier

Rank Confusion matrix Class score Overall score

1 CMp 44 5

2 CMpI 42.20 5

3 CMpA 42.10 5

4 CMpF 42.05 5

CMp =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

10 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 10 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 9 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 10 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 10 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 10 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 9 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 10 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 10 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 10 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 10 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 10 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 10 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 10 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 10

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(8)

Comparison between the confusion matrices is provided in Table1. It shows that
the confusion matrix of the proposed method is better when compared to the confu-
sion matrix generated using individual feature-based classifiers.

5.2 Performance Improvement of Classifiers Using
the Proposed Approach

The proposed approach can be extended to improve the performance of conventional
classifiers. Table2 shows the performance of the conventional classifiers before and
after applying the proposed method. Here, naive Bayes and classification tree are
used as the machine learning classifiers and a deep convolutional network for the
deep learning model. From the table, it can be seen that the conventional classifiers
when implemented using the proposed approach perform better when compared to
the same classifier developed using the conventional method.

The advantage of the proposed method lies in the fact that it can be used as a
generalized approach to improving the performance of multimodal classifiers.
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Table 2 Comparison of the prediction accuracy of the multimodal classifier using the conventional
approach and the proposed technique

Classifier Features used Prediction
accuracy (%)

Deep convolutional network Acceleration, image and friction 94.2

Naive Bayes Acceleration, image and friction 73.2

Classification Tree Acceleration, image and friction 64.1

Deep convolutional network
using proposed method

Acceleration, image and friction 98.7

Naive Bayes using proposed method Acceleration, image and friction 80.1

Classification Tree using
proposed method

Acceleration, image and friction 72.5

6 Conclusions and Future Work

A novel multimodal feature-based classification for haptic identification is presented
in this paper. The proposed method uses a weighted average prediction technique to
make the final prediction. The simulation results showed that the proposed method
performs much better when compared to the predictions using individual data. The
main advantage of the proposed method is that it can effectively be used to improve
the performance of classifiers without any computational requirements. Also, there
is not many tradeoffs between computational complexity and accuracy. In future
work, the method can be improved by using a larger dataset that fine-tunes the entire
multimodal network.
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Abstract Kannada is a south Indian language with a history of two thousand years
and spoken by more than sixty million people. Kannada language has its own script
for alphabets and digit representations. So there is a need for convolution neural
network (CNN) model to recognize Kannada language scripts. This paper presents
a design of a CNN model to recognize Kannada digits. One of the challenges faced
while designing a CNN model is data over fitting. Data over fitting is a phenomenon
where the trained model arrives at parameter values such that they can classify only
the instances provided during training resulting in reduction of accuracy for a new
unseen test instance. To overcome this problem, datasets are split into train and test
sets. The detriment of this system is lesser number of instances to train the CNN.
Increasing the number of training instances is a good approach, but the complexity
in data collection is to be answered. In this paper, we explore generative adversarial
network (GAN) as an additional data generator and its suitability. Results of analysis
on the experiment revealed the following advantages; first, the data augmentation has
a positive impact on CNN, next, GAN-generated data meets qualitative requirement
as train and test dataset and last, epoch value for training CNN has influence on data
under fitting and data over fitting phenomenon.
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1 Introduction

Kannada is a native language of south India, and efforts are being made to preserve
and modernize the areas of application of this language. A step toward this goal is
publication of Kannada-MNIST [10] dataset for Kannada digits. The said dataset
is a collection of sixty thousand images. The dataset symbols provide variations in
representation of the kannada digit symbols for training purposes to accommodate
different styles of writing. The dimensions of the images are 28×28 and digits are
from zero to nine. A sample of Kannada digit representation as in Kannada-MNIST
dataset is provided in Fig. 1.

This paper proposes a neural network architecture to classify Kannada digits.
There is always a need to enhance image classification accuracy for neural network
architecture. Researchers have adopted many ways to achieve this goal including
fine tuning training parameters of neural network, number of epochs and learning
rates. A situation which is to be avoided in deep learning is data over fitting. Data
over fitting decreases the accuracy of predictions for a new unseen input instance.
One way to avoid data over fitting is to provide more data for training. Generative
adversarial network (GAN) is a goodoption to generate new training datawith diverse
coverageof possible new instances. This experiment demonstrates the impact ofGAN
generated data on classification accuracy in the context of epoch values.

The paper proposes a hybrid system where GAN produces sixty thousand addi-
tional images to train a neural network, and its impact on classification accuracy is
measured. This paper explores the GAN and subsequent convolution neural network
(CNN) network setup, behavior of setup with different epoch values of GAN and
CNN, size of additional data set generated by GAN and a discussion on classification
accuracy. The contributions of this paper are as follows:

Fig. 1 Sample digits from Kannada-MNIST dataset
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• A neural network architecture to recognize and classify Kannada language digits.
• Design of generative adversarial network for data augmentation of Kannada digits
samples.

• Analysis of classification accuracy corresponding to epoch values and augmented
data.

This paper is organized as follows; Sect. 1 provides introduction about the exper-
iment followed by a brief literature survey on GAN and CNN in Sect. 2. Section3
provides the description on the experiment including the design of the neural net-
work. Section4 presents the results of the experiment along with its interpretation.
The paper is concluded in Sect. 5.

2 Literature Survey

This section provides an overview of CNN and GAN concepts to accommodate the
readers with the basics required to understand the experiment.

2.1 Convolution Neural Network

CNN design involves N dimension convolution layer, pooling strategy, and drop out
nodes. 1D convolution is applied for amatrix inputwith either one rowor one column.
For example, an image matrix flattened for output dense layer accepts 1D matrix
input. 2D convolution is applied on a matrix with row and column. For example,
MNIST dataset images have dimensions 28× 28. 3D convolution is applied for three
dimensionalmatrices. It can be imagined as a stack of three 2Dmatrices. For example,
RGB images represent three-dimensional matrices. Batch normalization is employed
to bind the values in the CNN layers within a range. This increases computational
efficiency of the layers [6]. Pooling layer captures the features for image classification
[2]. Max pooling is employed in this experiment which selects the maximum value
in 2× 2 pool window. Pooling keeps the size of the matrix in check after every layer
of convolution. Application areas of CNN include radio imaging [13], cartography
[14], radar imaging[11] and imaging applications on resource constrained platforms
[4].

2.2 Generative Adversarial Network

GAN havs a generator and a discriminator. During training, the generator becomes
more efficient in generating new images and discriminator becomes efficient in reject-
ing the generated image as fake by comparing it with real image [5]. At the end of
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Fig. 2 Overview of a GAN

training, the generator will be capable of producing images which discriminator
cannot recognize it as different from real image. An overview of GAN is shown in
Fig. 2. GAN can produce additional datasets for training a neural network. Improv-
ing the resolution of images, synthesis of images from textual descriptions, medical
researches are few applications of GAN [3].

3 Experimental Setup

This experiment explores the idea of using GAN and CNN introduced in Sects. 2.1
and 2.2 for producing additional data, supplementing MNIST data employed for
CNN training. Data augmentation is a matured approach for ensemble of CNNs,
classification of astronomical bodies [9], etc. Strategy to split the data into train and
test set is required. We propose a 50:50 ratio split up of GAN generated data for each
class of image. First half earmarked as train set will be merged with primary MNIST
dataset. Other half is to be used as test set. Two rationales encouraged us to arrive at
this arrangement for dataset;

• Introduction of new data into primary dataset with the aim of achieving better
parameter tuning for a wide range of input variations [12].

• GAN-generated test set will provide new instances to the trained CNN.

An overview of experimental setup is given in Fig. 3. Generative adversarial network
produces additional dataset of 60,000 images. Newly created dataset is split into
train and test set in 50:50 ratios. 30,000 images are combined with Kannada MNIST
dataset for training purposes. Remaining 30,000 will be deployed as test set. The
accuracy of classification compared to a CNN in combination with variation of
epochs in training. NVDIA RTX 2080Ti hardware platform is employed for training
the model.
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Fig. 3 Experimental setup

3.1 Design of Convolution Neural Network

Design of CNN involves deciding number of layers, number of nodes in each layer,
activation function, and techniques for pooling and strategy for learning rate. Adam
optimizer with learning rate 0.001 and sparse categorical cross-entropy as log loss
is employed. Perceptron uses ReLu activation. Maximum pooling of size 2× 2 is
used. An overview of these is provided in Table1.

3.2 Design of Generative Adversarial Network

InGAN, a generator produces images in a bottom-up approach until the discriminator
cannot discriminate between real data and generator-produced data. Layers and their
output shapes are shown in Table2.

The discriminator examines the image produced by generator and rejects if com-
parison between real image and new image does not match. Efficiency of discrimina-
tor increases with higher number of epochs limited by computational requirement as
a trade-off. Layers of discriminator with their output shapes are provided in Table3.
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Table 1 Parameter values of different layers in CNN

Layer type Output shape

Conv2D (None, 28, 28, 32)

Conv2D (None, 28, 28, 32)

Batch normalization (None, 28, 28, 32)

MaxPooling2D (None, 14, 14, 32)

Dropout (None, 14, 14, 32)

Conv2D (None, 14, 14, 64)

Conv2D (None, 14, 14, 64)

Batch normalization (None, 14, 14, 64)

MaxPooling2D (None, 7, 7, 64)

Dropout (None, 7, 7, 64)

Conv2D (None, 7, 7, 32)

Conv2D (None, 7, 7, 32)

Batch normalization (None, 7, 7, 32)

MaxPooling2D (None, 3, 3, 32)

Dropout (None, 3, 3, 32)

Flatten (None, 288)

Dense (None, 256)

Dropout (None, 256)

Dense (None, 10)

Table 2 Generator model of GAN

Layer type Output shape

Dense (None, 12544)

Batch normalization (None, 28, 28, 32)

Batch normalization (None, 12544)

Leaky ReLu (None, 12544)

Reshape (None, 7, 7, 256)

Convolution 2D transpose (None, 7, 7, 128)

Batch normalization (None, 7, 7, 128)

Leaky ReLu (None, 7, 7, 128)

Convolution 2D transpose (None, 14, 14, 64)

Batch normalization (None, 14, 14, 64)

Leaky ReLu (None, 14, 14, 64)

Convolution 2D transpose (None, 28, 28, 1)
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Table 3 Discriminator model of GAN

Layer type Output shape

Convolution 2D (None, 14, 14, 64)

Leaky ReLu (None, 14, 14, 64)

Dropout (None, 14, 14, 64)

Convolution 2D (None, 7, 7, 128)

Leaky ReLu (None, 7, 7, 128)

Dropout (None, 7, 7, 128)

Flatten (None, 6272)

Dense (None, 1)

Table 4 Accuracy versus number of epochs by CNN

Epochs Accuracy in percent

5000 94.25

10,000 97.40

15,000 97.75

20,000 95.85

25,000 94.75

4 Results and Discussion

CNN presented in Sect. 3.1 is trained and tested on Kannada-MNIST dataset. Per-
formance observed is tabulated in Tables4 and 5. Table4 presents accuracy of CNN
without GAN data augmentation. Value of epoch should be in between 10,000 to
15,000 for good performance. Above these epoch values, accuracy decreases due to
over fitting. Table5 presents data on the performance of CNN when augmented with
dataset produced by GAN. It can be observed that compared to Table4, CNN when
augmented with GAN data for training is resilient to over fitting. We propose that
the additional GAN produced data should be at least fifty percent of original dataset
to have an impact on CNN training. Below forty percent, the impact is marginal.
A graphical representation of increase in accuracy achieved by the proposed GAN
augmented training in comparison with standard dataset is provided in Fig. 4.

CNNs designed using different strategies has achieved 93.56 [7], 99.07 [8]. Arabic
numeral recognition [1] achieves peak accuracy of 99.75%. Our results show GAN
data augmentation makes CNN resilient to data over-fitting indicated by values of
accuracy over different epoch values.
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Table 5 Accuracy versus number of epochs by CNN trained with augmented data produced by
GAN

Epochs Accuracy in percent

5000 95.35

10,000 98.90

15,000 99.55

20,000 99.55

25,000 99.55

Fig. 4 Epochs versus accuracy for CNNmodels with standard dataset and GAN augmented dataset

5 Conclusions

CNNcan be used for classifying kannada language digits. This paper proposes aCNN
design to achieve the same. The experiment explores the possibility of additional data
generation using GAN for training and testing purpose. Accuracy of CNN increases
with number of training instances available. Data collection and dataset creation
require resources. Therefore, there is a need for techniques to generate additional
data to train and test the CNN models. A large dataset created by combining data
collected through sources and augmentation techniques is an attractive approach to
improve performance of CNN. Our experiment split the GAN-generated data into
train and test sets in 50:50 ratios. Analysis of results that were presented in Tables4
and 5 draws the following conclusion:

• The phenomena of data over fitting reduced by 3.1%. This can be attributed to
large dataset available for training.

• By examining the result, we can infer that the quality of data generated by GAN
is acceptable as train and test data.

• Increasing the value of epoch does not yield increase in quality of generated data
after a threshold value. In this experiment, the value is 10,000.
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Sparse Autoencoder-Based Speech
Emotion Recognition

Vishal Balaji Sivaraman, Sheena Christabel Pravin , K. Surendaranath,
A. Vishal, M. Palanivelan, J. Saranya, and L. Priya

Abstract One of the most natural methods for humans to express themselves is
through speech. People nowadays are drawn to alternative ways of communication
including emails, text messages, and the usage of emoticons to express their feelings.
Given the importance of emotions in communication, recognizing and analyzing
them are crucial in today’s digital age of remote communication. As emotions are
complicated, recognizing them can be difficult. There is no universally accepted
method for quantifying or categorizing them. A speech emotion recognition system
is defined as a set of methods for processing and categorizing speech signals to detect
the emotions inherent within them. This work proposed a hybrid model, namely the
sparse autoencoder-multi-layer perceptron (SAE-MLP) model. The SAE model is
used for feature extraction and the MLP for the categorization of speech emotions.

Keywords Speech · Emotion · Features · Classification · Sparse autoencoder ·
Multi-layer perceptron

1 Introduction

There are three types of characteristics in speech: lexical characteristics such as
the vocabulary; visual characteristics, viz. the speaker’s expressions; and auditory
characteristics like pitch, tone, and jitter. One or more of these attributes can be used
to address the challenge of speech emotion recognition (SER). If emotions were
to be predicted from real-time audio, a transcript of the speech would be required,
which would demand a second stage of text extraction from speech. Further visual
analysis requires access to video recordings of conversations that are not available in
all situations, but there is a significant demand for audio, allowing acoustic analysis
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to be performed in real time while the conversation is ongoing because there is a
significant need for audio data to complete the task. As a result, it was decided to
concentrate on the acoustic components of speech. Furthermore, there are also two
methods of representing emotions:

• Discrete Classification: Sorting emotions under discrete labels such as angry,
happy, surprise, and fear.

• Dimensional Representation: Emotions are represented using variables such as
valence, which ranges from negative to positive scale, activation or vitality, which
is on a low to high scale, and dominance, which ranges from active to passive
scale.

Both systems have pluses and minuses. The dimensional approach is more
complex and provides more detail for prediction, but it is also harder to execute
and shortage of annotated audio data. The discrete approach is more straightforward
and simpler to execute, but it lacks the predictive context that the dimensional repre-
sentation provides. The discrete classification strategy was used in this investigation
due to a lack of dimensionally annotated data in the public domain.

The use of speech to recognize emotions has gained popularity in the scientific
community. Several efforts have been done earlier by numerous scholars throughout
the world on the same subject. Identification of eight different emotions [1] has
been experimented by extracting pitch and energy, mel-frequency cepstral coef-
ficients (MFCC), and mel energy spectrum dynamic coefficients (MEDC) from
speech signals with an accuracy of 50%. Convolutional Neural Network (CNN)-
based speech emotion detection system [1] could recognize 6 classes of emotion. A
speech emotion recognition system [2] that uses a deep neural network (DNN) that
can recognize emotions from a one-second frame of raw speech spectrograms was
also built with the eNTERFACE database and the Surrey Audio-Visual Expressed
Emotion (SAVEE) database as training datasets. In the recent literature, hybrid
machine learning models [3, 5] have found popularity owing to their greater perfor-
mance and reduced complexity. This research work also aims to introduce one such
hybrid model for speech emotion recognition.

1.1 Contributions

The significant contributions of this research paper are as follows:

• A hybrid model, namely the SAE-MLP model, is proposed for speech emotion
recognition

• Model regularization has been introduced in the form of drop out at each layer of
the sparse autoencoder to avoid over-fitting.

• Fine hyper-parameter tuning has been introduced to make the proposed model
efficient in categorizing speech emotions with high accuracy and precision.
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2 Speech Emotion Dataset

In this research, the Ryerson Audio-Visual Database of Emotional Speech and Song
(RAVDESS) was employed. The collection contains 7356 files. Twenty-four profes-
sional actors in the database vocalize two lexically matched sentences in a neutral
North American accent. Speech has calm, happy, sad, angry, terrified, surprise, and
disgust expressions, whereas music contains peaceful, happy, sad, angry, and scary
emotions. There are two levels of emotional intensity such as normal and strong for
each expression and a neutral expression.

3 Proposed SAE-MLP Model

The proposed model workflow is depicted in the schematic representation as shown
in Fig. 1. Initially, the raw speech input signal should be provided to the sparse
autoencoder which performs automatic feature engineering. The encoder part of the
SAE creates a new latent representation of the input speech signal, while the decoder
reconstructs the latent features to bring out the same speech signal. After adequate
training, the decoder of the SAE is removed and the latent representations, which
have reduced dimensionality, are provided as input to the multi-layer perceptron
(MLP) classifier. The overall block diagram of the proposed framework is given in
Fig. 1.

TheMLP [3] classifies the signals into definite speech emotion classes after being
trained on the latest features from the SAE. Thus, the sparse autoencoder acts as a

Fig. 1 Pipeline structure for
final prediction
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Fig. 2 Proposed SAE-MLP model architecture

generative model, while the MLP functions are the discriminative model. A detailed
description of the proposed model is picturized in Fig. 2.

3.1 Train/Test Data Allocation

The complete dataset is divided in a ratio of 70:30, with 70% of the dataset being
used for model training and 30% for model validation. This method [4] is widely
used for training and validating the proposed sparse autoencoder and the model.

3.2 Feature Engineering Using Sparse Autoencoder

The sparse autoencoder model was utilized to reduce dimensionality, resulting in the
best features being allocated to the suggested pipeline model for emotion analysis.
The proposed autoencoder model was trained for a total of 10,000 epochs during the
feature engineering phase.

3.3 Model Summary of a Sparse Autoencoder

The proposed sparse autoencoder model comprises an encoder and decoder section,
both of which are made up of three layers of dense networks each with a distinct
count of neurons.
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Fig. 3 Sparse autoencoder’s
encoder block model
summary

The number of neurons in the first layer of the encoder section is adjusted to the
number of features (180), as shown in Fig. 3. Similarly, the number of neurons in
the final layer of the decoding portion is adjusted to the number of features (180). In
addition, all layers’ activation functions have been modified to Rectified Linear Unit
(ReLU) with a constant learning rate, as shown in Fig. 4.

3.4 Multi-layer Perceptron

Multi-layer perceptron (MLP) is a kind of feed-forward artificial neural network
(ANN) as shown in Fig. 5. The term MLP is ambiguous; it is applicable to any feed-
forward ANN [5] or networks composed of many layers of perceptron with threshold
activation. MPL has three levels of nodes: an input layer, a hidden layer, and an
output layer. Each node except the input node is a neuron with a nonlinear activation
function. Backpropagation is a supervised learning method used by MLP during
training. The multi-layered and nonlinear activation of MLP helps to distinguish
it from linear perceptrons. MLP excels at discriminating data that is not linearly
divisible. The multi-layer perceptron consists of two types of models that follow the
same mechanism, one for regression (MLP regressor) and the other for classification
(MLP classifier). As a result, the classification model (MLP classifier) has been
chosen for examination and substantiation of the earlier assertion.
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Fig. 4 Sparse autoencoder
model summary

4 Model Evaluation

SAE model evaluation was performed using accuracy and loss metrics for each
epoch, whereas for the MLP classifier model, score metrics such as classification
accuracy score, balanced accuracy score, Cohen’sKappa score,F1 score, and Jaccard
score were used [5]; similarly in the case of loss metrics, Hamming loss metric was
used; and finally, confusion matrix was drafted to determine the individual class
predominance. The metrics are computed using Eqs. (1) to (6).

Jaccard Score = |A ∩ B|
|A ∪ B| (1)
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Fig. 5 Multi-layer perceptron architecture

Cohen Kappa Score = P0 − Pe
1 − Pe

(2)

F1score = 2 ∗ Precision ∗ Recall

Precision + Recall
(3)

Balanced Accuracy = Sensitivity + Specificity

2
(4)

Classification Accuracy = TP + TN

TP + TN + FP + FN
(5)

Hamming Loss = 1

nL

n∑

i=1

L∑

j=1

[
I
(
y(i)j �= y

′(i)
j

)]
(6)

The Jaccard score [6, 7] is calculated by substituting the set of labels predicted
by the model, and the actual set of labels in Eqs. (1) and (2) was used for computing
the Cohen’s Kappa score [8, 9] for the model upon substitution of P0 and Pe, where
P0 is the ratio of observed agreement and Pe is the expected agreement when both
annotators assign labels at random. The F1 score for the model is quantified by
substituting the values of precision and recall in Eqs. (3) and (4) that were used for
reckoning the balanced accuracy score for the model, upon substituting the values
of sensitivity and specificity. Substituting the components TP (true positive), TN
(true negative), FP (false positive), and FN (false negative) into Eq. (5) yields the
accuracy score for the model. Aside from that, the Hamming loss [10] for a model
was enumerated using the set of labels predicted by the model and the actual set of
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Fig. 6 Sparse autoencoder accuracy chart

Fig. 7 Sparse autoencoder loss chart

labels, as illustrated in Eq. (6). Finally, a confusion matrix for the model is drafted
by utilizing the components required in computing a model’s accuracy score.
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Table 1 Evaluation of the
Proposed Model

Metrics MLP classifier with
sparse encoder (%)

MLP classifier
without sparse
encoder (%)

Classification
accuracy score

95 55

Balanced
accuracy score

95 54

F1 score (Macro) 95 51

F1 score (Micro) 95 55

F1 score
(Weighted)

95 52

4.1 Sparse Autoencoder Evaluation

As depicted in Figs. 6 and 7, the proposed autoencoder model achieves a training
score of 0.9948 (99.48%) and a validation score of 0.9688 with minimal training and
validation loss of 0.05.

4.2 Multi-layer Perceptron (MLP) Classifier
with and Without Sparse Autoencoder Results

An experimentation on the performance of the MLP model with and without the
SAE model was executed. The MLP’s performance was well-enhanced when the
SAE-based latent features were used to train it. The performance of MLP dipped
when the SAE model was removed. The results rendered in Tables 1 and 2 represent
the results concerning the inclusion and exclusion of sparse autoencoder model with
the MLP classifier model. Figures 8 and 9 represent the confusion matrix heatmap

Table 2 Performance of the
Proposed Model

Metrics MLP classifier with
sparse encoder (%)

MLP classifier
without sparse
encoder (%)

Cohen’s Kappa
score

94 39

Jaccard score
(Macro)

91 36

Jaccard score
(Micro)

91 38

Jaccard score
(Weighted)

91 37

Hamming loss 4.6875 45.3125
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Fig. 8 Confusion matrix heatmap for MLP classifier with sparse autoencoder

Fig. 9 Confusion matrix heatmap for MLP classifier without sparse autoencoder
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for the respective models.

5 Conclusions and Future Scope

Sparse autoencoder was appended with the multi-layer perceptron classifier model
to produce a hybrid SAE-MLP model, which has been proved to improve speech
emotion classification. On experimentation, it was observed that the multi-layer
perceptron did not perform well over the given speech emotion dataset, and so, SAE-
based automated feature engineering was employed to enhance the classification
performance of the MLP. This research paper has introduced a novel hybrid model
SAE-MLP for speech emotion detection, with enhanced accuracy and precision.

In the future, the speech features, namely the MFCC, RAS-MFCC, LPCC, PLP,
and harmonic cepstrum, would be experimented on the speech emotion recognition
system.
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Hyperspectral Image Classification Using
Transfer Learning

Usha Patel, Smit Patel, and Preeti Kathiria

Abstract Hyperspectral images offer abundant spectral details for spatially related
material to be identified and distinguished thorough analysis. Based on spectral
data and spatial correlation, a broad range of advanced classification techniques
is possible. Computer technological advances have fostered the growth of modern,
efficient deep-learning (DL) techniques that show a wide variety of applications with
encouraging performance. Particularly in the field of remote sensing information
gathered by Earth Observer (EO) instruments, deep-learning techniques have been
successfully used. Given the abundance of information contained in this type of
pictures, hyperspectral imaging (HSI) is one of the major topics in remote sensing
research which enables greater earth surface analysis and exploitation through the
combination of rich spatial and spectral information.Given the highdimensions of the
data and the restricted supply of training samples, HSI presents significant difficulties
for supervised classificationmethods. Transfer learning architectures having the great
potential in the classification of HSI information have been established recently to
resolve some constraints. This paper provides an experiment of HSI classification
using transfer learning. Experiment results show that limited number of training
sample model gives better accuracy.

Keywords Deep learning · VGGNet · Hyperspectral image classification · CNN ·
Transfer learning

U. Patel · S. Patel · P. Kathiria (B)
Institute of Technology, Nirma University, Ahmedabad, India
e-mail: preeti.kathiria@nirmauni.ac.in

U. Patel
e-mail: ushapatel@nirmauni.ac.in

S. Patel
e-mail: 17bit078@nirmauni.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
H. Sharma et al. (eds.), Communication and Intelligent Systems, Lecture Notes
in Networks and Systems 461, https://doi.org/10.1007/978-981-19-2130-8_43

545

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2130-8_43&domain=pdf
mailto:preeti.kathiria@nirmauni.ac.in
mailto:ushapatel@nirmauni.ac.in
mailto:17bit078@nirmauni.ac.in
https://doi.org/10.1007/978-981-19-2130-8_43


546 U. Patel et al.

1 Introduction

The emerging analytical method focused on spectroscopy is hyperspectral imaging
(HIS). The hyperspectral images provide the details of visible bands along with
infrared bands. The data obtained from the hyperspectral image is in the form of a
cube, where x and y dimension represents the spatial scale, and the third dimension
is the spectral contents [1].

In a broad range of uses, hyperspectral satellite imagery is used. Although initially
it was used for mining and geology, now it is extended into fields that are so
widespread as agriculture and monitoring, as well as historical document study
[2]. Some of its applications are agriculture, eye care, food processing, mineralogy,
surveillance, astronomy, chemical imaging, environment and many more.

HSI may also leverage the power of structural associations between different
spectra in a vicinity, enabling for even more comprehensive spectral-structural
approaches for more precise image processing and classification.

1.1 Advantages and Disadvantages of HSI

Hyperspectral imaging generates images, consisting of hundreds of bands, whereas
multispectral imaging generates images of up to ten broader bands. A greater level
of spectral information in HSI improves one’s possibility to see the invisible.

The main drawbacks are costing and sophistication. To analyse spectral infor-
mation, powerful devices, sensitive detectors and huge storages are needed. As all
uncompressed hyperspectral cubes are massive multidimensional data which require
huge data storage space. Most of these aspects boost the cost of collecting and
analysing hyperspectral data significantly.

1.2 HSI Classification Models

Since last three decades, various supervised and unsupervised machine learning
techniques are used for HSI classification. Compared to unsupervised learning tech-
niques, supervisedmachine learning algorithm has given better performance. In liter-
ature, authors used supervised algorithms like Naive Bayes, support vector machine
(SVM), random forest, etc. [3]. In supervised machine algorithm, feature extraction
was done manually, where the performance of the classification highly relies on the
extracted features. Nowadays, deep-learning (DL) is highly used for computer vision
task. DL is a subset of machine learning, where the model can able to extract low
level of features automatically. There are various deep-learning models used, among
all convolutional neural network (CNN) is widely used for image processing algo-
rithm [4]. CNN is having unique convolutional layer which can able to consider the
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correlation of neighbour pixels. Due to that, it can able to consider spatial correlation
for feature extraction.

To train customised CNN network, huge amount of labelled samples are required.
Sample labelling is very costly and time-consuming task in the field of hyperspectral
images. There are various approaches to overcome the problem of less number of
labelled samples. People use semi-supervised learning, active learning and transfer
learning for the same.Here, in our paper, we use transfer learning. Transfer learning is
one of the machine learning methods, in which model is trained with dataset having
enough labelled samples. Now, the learned weighs can be transferred to different
datasets with limited labelled samples. Here, we use pre-trained model VGGNet 16.
This model was trained with ImageNet dataset.

1.3 Scope of the Paper

The scope of this paper is to improve hyperspectral image classification using
deep-learning methods with limited number of training sample. This paper presents
results of HSI classification using the predefined transfer learning model for HSI
classification on widely used dataset, i.e. Indian pines.

1.4 Contribution

The paper suggests a prediction model for the classification of spatial HSI datasets
using deep learning. For this purpose, we have used pre-trained transfer learning
model to build our classification model. In this article, the prime objective is to
develop a hybrid model that includes VGG-16 framework, an advanced neural
network, which also has additional layers of CNN2d, global average pool and dense
following the basic model of pre-trained VGG-16 transfer learning model.

2 Related Work

A variety of HSI classification approaches have been suggested in recent years.
Several supervised classification approaches have been previously studied and
amended for HSI classification in the computer vision field.

Support vector machine is a prominent classification approach for hyperspectral
data classifications that is presented by Melgani et al. [5]. The Hughes effect is
unlikely to impact SVM because of its poor sensitivities to large dimensionality
[6]. SVM-based models, in most circumstances, outperform other popularly used
image recognition algorithms in terms of classification [6]. Such algorithms were
the cutting-edge algorithms for a long time [7].
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Chen et al. [8] used the technique of deep learning in the categorisation of
hyperspectral imaging. The usefulness of a stacked automatic encoder in compar-
ison to the standard spectral knowledge-based classifying was investigated in this
work. Experimental findings with popularly used hyperspectral datasets demonstrate
that the classification algorithm produced in this deep-learning framework performs
efficiently.

After AlexNet managed to win the ImageNet classification challenge in 2012,
deep-learning techniques have been a trending topic. AlexNet can retrieve top
discriminatory characteristics. Several deep-learning approaches for HSI classi-
fication have recently been developed. Chen et al. [8] attempted to incorporate
PCA-dependent dimensionality reductions and logistic regression classification a
deep spatial domain approach based on sparse auto-encoder (SAE) stacked for HSI
classification.

Paoletti et al. [9] build and compare different machine learning and deep-learning
models for hyperspectral image classification. They have implemented six different
methods and also have provided their results, and comparison of different models
includes an in-depth analysis of the latest state of the art in deep learning for hyper-
spectral image classification, discussing the strengths and shortcomings of the most
commonly used classification models in the research. They have presented compara-
tive analysis for every described approach using many commonly used hyperspectral
image scenes, giving a comprehensive overview of the explored strategies.

He et al. [10] proposed a transfer learning approach for HIS classification using
custom-made CNN model. Digital pictures and HSI differ significantly. Therefore,
heterogeneous transfer learning based on CNN is introduced for a hyperspectral
image classification in order to make use of the potential of transfer learning. In this,
they have proposed a solution using the weight taken from only first seven layers
of VGGNet 16 and transfer that weight to custom-made CNN model. In this paper,
attention function is applied in order to minimise the negative impact of the variation
between the digital image and HSI. In this, they have achieved 87% and 93% testing
accuracy using 200 samples from both Indian pine and Salinas Valley dataset.

Li et al. [11] suggested a deep belief network (DBN) strategy for hyperspectral
image analysis. The model consisted of a pile of limited Boltzmann machines that
have been trained using greedy model unsupervised learning. The spectral features
of the pictures were not exploited mostly by the DBN modelling because the data
was reduced to the three main PCA components.

Patel et al. [12] consider diversity and uncertainty to select sample to be labelled in
active learning approach for hyperspectral image classification. Recently, Shekhawat
et al. [13] developed an approach for data transformation to achieve good accu-
racy. Patel et al. [14] used semi-supervised approach with CNN classifier for HSI
classification.
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Fig. 1 Indian Pine ground
truth

3 Methodology

This section explores the pre-processing of the HSI and the hybrid model built for
HSI classification, and the model consists of predefined transfer learning model.

3.1 Dataset

For our experiment, here we used publicly available and most popular dataset Indian
Pines.

Indian Pines [15]: The hyperspectral image is collected by an AVIRIS sensor in
the Northwest Indiana, consisting of 145 × 145 pixels and 224 spectral bands. This
image is a portion of big image. Two-thirds of cultivation and one-third of awoodland
or other natural seasonal crops are present at the Indian Pine scene. There are two
main lanes, a train line, high-way and some low population homes, some buildings
and minor roads. In June, a few of the crop species are present, maize and soybeans,
which are less than 5 per cent in the early development stage. There are total 16
classes present in ground truth of this scene. Figure 1 shows ground truth image of
Indian Pine dataset. Table 1 represents different classes and number of samples in
each class of Indian pine dataset.

3.2 Pre-processing

For reducing the dimension of the hyperspectral image, we have used principal
component analysis (PCA). PCA helps to reduce spectral redundancies and the
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Table 1 Classes in Indian
Pine dataset

S. No. Class Samples

1 Alfalfa 46

2 Corn-notill 1428

3 Corn-mintill 830

4 Corn 237

5 Grass-pasture 483

6 Grass-trees 730

7 Grass-pasturemowed 28

8 Hay-windrowed 478

9 Oats 20

10 Soybean-notill 972

11 Soybean-mintill 2455

12 Soybean-clean 593

13 Wheat 205

14 Woods 1265

15 Buildings-grass-trees-drives 386

16 Stone-steel towers 93

dimensions while maintaining intact spatial knowledge [16]. In this implementation,
we have reduced three number of bands.

Figure 2 shows the similarity between the image obtained after the pre-processing
steps and the original ground truth image. The image on the left is the pre-processed
image, and the image on the right is the ground truth image.

Fig. 2 Similarity between pre-processed image and ground truth image
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3.3 Classifiers

For the task of classifying HSI, we have used pre-trained VGG-16 [17] transfer
learning model. VGG-16 is a 16-layer model, and it mainly consists of CNN and
max pooling layers. And additional layers of CNN, dense and global average pooling
are added to extract more features and hence improve accuracy. ImageNet weights
are being used as initial weights. Here, we use input dimensions, and it is 64× 64×
3. This model is trained with three different percentage of training samples and 10%
validation samples of total samples, and the remaining samples are used for testing.

The input in first convolution layer is 64 × 64 RGB picture, which is predefined.
The image is surpassed by a stack of convolutionary layers, in which the filtering is
utilised in a quite narrow field, namely 3 × 3. It moreover uses 1 × 1 CNN filters,
in one of the configurations, which may also be considered as a linear change of the
incoming channels and are then followed by nonlinearity. The padding step is set
to 1 pixel, the positional padding of the inputs of the fully connected layers. Layers
are sufficient that after the CNN layers, the spatial quality is retained, i.e. the pad
is one pixel per 3 × 3 CNN layers. Pooling takes place with five different levels
of max pooling that are accompanied by segments of the convolution layers. Max
pooling takes place across a perimeter of 2 × 2 pixels, using 2 as a stride. After
this VGG-16 model, extra CNN, dense and global average pooling layers have been
added to improve the accuracy of the model. The architecture of the described model
is shown in Fig. 3.

Fig. 3 Model for Indian Pine dataset
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Fig. 4 Implementation flow

4 Experimental Work

This section gives a brief idea about the experimental steps used in the proposed
architecture in Fig. 4. It gives details of the dataset preparation, data pre-processing,
model architecture and hyperparameters tuning.

4.1 Training

The created model is trained with 1, 3 and 5% of dataset for each dataset. 10% of the
dataset is used for validation, and the remaining dataset is used for testing purpose.
And the model ran for 30 epochs.

Figure 5 shows the accuracy/loss graphs for different amount of Indian pine
dataset. With 1% dataset, model is able to reach 99% training accuracy and around
80% validation accuracy while training loss is near to none and validation loss is
around 1. However, the results have been improved using more amount of dataset.
Using 3% dataset, model was able to achieve 99% training accuracy and 95% valida-
tion accuracy, and both training and validation losses were less than 0.3. The model
got near to 100% training accuracy and 96% validation accuracy using only 5% of
dataset, and both the losses were less than 0.25.

5 Result and Discussion

This section covers the results of testing samples. We have used precision, recall and
F1 score as evaluation metrics and also have made confusion matrix for the same.

From Table 2, we can observe that the model trained with 1% dataset is unable to
classify the classes in which there are samples less than 30, and this could be because
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Fig. 5 a Accuracy, b loss with 1% of training data, c accuracy, d loss with 3% of training data, e
accuracy, f loss with 5% of training data

of the smaller number of availabilities of training samples of that particular classes.
Overall testing accuracy is 80%. The model trained with 3% dataset overcomes the
problem with the model trained with 1% dataset and therefore is able to classify the
classes in which there are samples less than 30. Overall testing accuracy is 93%.
Finally, the model trained with 5% dataset performs slightly better as compared
with the model trained with 3% dataset and is able to classify almost all the classes
accurately. We got overall testing accuracy as 95%.
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6 Conclusion and Future Work

Deep-learning methods have greatly impacted computer vision and proven to be
a powerful technique for classification of remotely sensed images, adapting their
performance to the different properties of HSI data. In this paper, we have developed
a model which is able to achieve good training and testing accuracy with very a
smaller number of training samples. The model is trained and tested on widely used
dataset.

CNN-based designmodels have proven their ability for extracting highly discrim-
inating features and efficiently using the spatial and semantic details present in
hyperspectral image data cubes to be extremely efficient.

Cloud computing is an appealing future trend for investigation in which the higher
computing specifications thatDL-based hyperspectral image data processing actually
involves can be fulfilled effectively, because image ratios as well as the size of future
datasets are intended to be absolutely enormous, advocating for the execution of
various DL-based models quicker and more efficiently on cloud.

Another essential element worth investigation in the future improvements is the
invention of novel appropriate sampling techniques, which can prevent any dupli-
cation between the training samples and testing samples because of the patch size
utilised by spatial techniques in the training phase.
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Design, Implementation
and Performance Analysis of Shift
Register Using Reversible Sayem Gate

Ruqaiya Khanam, Gitanjali Mehta , and Vinod Kumar Yadav

Abstract Reversible logic design in present scenario has gained importance because
it releases minimum heat generation in the design circuit which prolongs the lifetime
of the circuits. However, in irreversible design, they dissipated more heat due to a
large number of internal switching. This paper is mainly focused on the design of
the sequential circuits like shift register using reversible gates which is reducing
the number of gate counts, garbage outputs and number of constant inputs. The
proposed design of shift register is well designed using D-flip flops made by the
reversible Sayem gate which will give the low output power and delay of the circuit
design and compare the result of conventionalmaster–slaveD-flipflopwith reversible
D-flip flop. The output power and delay of the proposed reversible shift register
is proved better in terms of power dissipation and delay by 33.99% and 24.53%
respectively. The output of shift register obtained using Cadence Virtuoso tool with
180 nm technology is verified.

Keywords Reversible logic design · Reversible shift register · Sayem gate · D-flip
flop

1 Introduction

Reversible logic circuits are famous for its design style. The application of reversible
logic designs is formodernnanotechnology andquantumcomputing since it produces
low heat generation as compared with existing irreversible approaches. The main
objective of this design is to optimize the logic design style by reducing gate counts,
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constant inputs and garbage outputs to get a minimum power and delay of the design
circuit. Using these design techniques, sequential and combinational logic circuits
are developed which will produce low output power and delay of the circuits.

Krishna et al. [1] designed the reversible logic design like latches and flip flops
which are highly improved in the matter of delay, the garbage outputs and quantum
cost. Optimization of reversible sequential circuits in concern of reversible gates and
garbage outputs is clearly shown and also the design of new reversible D-latch and
D-flip flop which will give better performance in VLSI applications. All reversible
logic gates are used to design any complex combinational circuits using hardware
descriptive language. Simulation and Synthesis of all the reversible design is done
by using Xilinx software which will calculate the power consumption and compare
it with the irreversible Full adder [2]. Ali et al. [3] presented the reversible gates
are utilized to design RS and D-flip flops since flip flops are the most important
memory element in the digital circuits. The design is highly optimized in the connec-
tion of minimum number of gates and garbage outputs. Yelekar and Chiwande [4]
approached to realize multipurpose binary reversible gates used in regular circuits
realizing Boolean Functions. Jamal and Prasad [5] proposed 16 bits synchronous and
asynchronous up/down counter using both reversible and irreversible logic gates. The
reversible design of this circuit produced less power consumption comparing with
irreversible design [5]. Mamum and Menville [6] show that the memory block of
quantum devices is an important block for reversible latches. Using SAM gate, D
and JK latches are designed. The main aspect of this design is the reduction in logic
gates, garbage outputs and delays such that this approach will help to design all the
reversible logic device [6]. All the primitive reversible gates which are collected from
the literature reveals in [7]. Therefore, these logic gates help in designing complex
computing circuits for low power CMOS, nanotechnology, cryptography, computer
graphics, digital signal processing etc. The design of 4 × 4 reversible TSG forward
and backward computation and design of Fredkin gate with four-bit carry skip adder
block was proposed in [8] using 130 nm technology. Raghukanth et al. [9] give the
complete description regarding the difference of reversible and conventional logic
gates along with better results. The arithmetic operation like addition and subtraction
was verified usingDKGgate and its result was being comparedwith the conventional
design. The design of fundamental building blocks of adder using Fredkin gate is
implemented by dual line pass transistor logic. This design contains three CNOT
gates and one Fredkin gates and the technology used is 0.35 µm CMOS technology
[10]. Mamataj et al. [11] represent another approach to realize 4 bit 2’s complement
adder subtractor using these gates like Feynman gate, DKG gate and one control
line and also proposed a new reversible gate DKFG. Babu et al. [12] compared the
reversible and conventional gates to design the low power adder circuits. Although,
DKG and TSG are used to realized addition and subtraction operations and results
were compared with conventional gates. Kurian et al. [13] and Singh et al. [14]
proposed a low power ALU [15] using reversible gates and also implemented on
FPGA with reducing quantum cost and transistor cost. The propagation of carry bits
was not considered in proposed carry save adder which gives better performance by
20% gate count and 17% quantum cost. Abbas alizadeh et al. [16] deals to maximize
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4-bit reversible comparator which is based on the classical circuits using reversible
logic gates, it reduces primary parameters such as the quantum cost, the garbage
outputs and the constant inputs. The proposed comparator obtained four garbage
outputs and one constant input.

Panchal and Nayak [17] presented a multiplier circuit with different reversible
gates (Peres, Double Peres and Toffoli gates), for the minimization of the quantum
cost, the garbage outputs and the constant input. Raj and Syamala [18] reveal the opti-
mized design of the transistor level implementation of comparators using reversible
circuits. The design of four-bit ripple carry adder/subtractor and eight-bit carry save
adder are implemented. And also design CMOS GDI circuit which gives the optimal
solution of combinational circuits [19]. Shukla et al. [20] presents a design of 4:1
multiplexer using reversible gates in terms of the number of gate inputs and outputs.
Singla andMalik [21] proposed the programmable logic array design using reversible
gates to get better performance of the design. MUX gate and three-inputs Feynman
gate is used for the design to perform any reversible three input logic function. A 2-bit
universal shift register has been designed in quantum-dot cellular automata (QCA)
technology using fault tolerant circuits in such a way 4 × 1 multiplexer and D-flip
flop [24]. To improve yield in fabrication, defect tolerance is an important feature of
QCA systems with minimum clocking and area consumption.

The main feature of reversible logic circuits is low power consumption in digital
design. Quantum computers are the most important devices which are designed by
reversible circuits. Power losses in the circuit are one of the important parameters
that is needed to concern deeply which will produce heat generation of the circuit
thereby collapsing the devices. Therefore, this problem can be solved by only using
reversible gates in the circuits. As concerns of the device’s performance, first, it is
required to design the circuit which has less power consumption with the help of
reversible logic. Therefore, in this paper, the main target is to reduce power and
delay to get better performance of the design using reversible logic gates.

Energy dissipation is also important concerns in the recent scenario due to the
information loss in the circuits and system in irreversible design. Landauer showed
in his work that heat of KT ln 2 J is being generated in each lost bit, where K
is the Boltzmann constant and T is the temperature [1, 22]. As per Moore’s law,
the transistor count will double in every 18 months [2]. The energy dissipation is
depending on the erased bits during the computation of the circuit. Reversible logic
circuits are those circuits that do not lose information even though, irreversible gates
produced lots of heat due to high current in its devices and tend to decrease life-time
of conventional circuits. However, in reversible logic operations will never remove
the data and also dissipate limited or negligible heat comparing with irreversible
logic. Thus, reversible logic is the only one to solve the problem of heat generation
and increase the performance of the devices [23–25].

The array of inputs and outputs are equal in reversible logic circuits. It can generate
a unique output pattern with the corresponding input set. While constructing the
reversible logic circuitswith the help of reversible gates, therewill be some restriction
to be kept.
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• Fan out is not allowed
• Loops are not allowed

Several design constraints have been imposed in reversible logic circuits, hence
there is a need to be either confirmed or optimized for implementing any specific
Boolean functions. Both inputs and outputs must be equal in number.

• Each input has a distinct output pattern
• Output will be used only once
• As a result, the circuit must be acyclic

The reversible logic circuit has one of the prominent logic designs for the purpose
to obtain the best performance. The different reversible logic design is considered
for this work to know the reversibility nature of the different circuit. One of the
challenges in designing the circuit is power consumption and delay which will slow
down the performance of the circuit. Hence the main focus in reversible logic design
is, the reduction in gate counts, constant inputs, quantum cost and garbage outputs.

2 Proposed Architecture of Shift Register

2.1 Conventional MSDFF

In this conventional master–slave (MS) D-flip flop with reversible Fredkin and
Feynman gate, one latch works as a master while second latch is used as slave
in a circuit. This design style helps to optimize the circuit performance. Slave latch
was needed for the inverted clock in all available designs but in this case, there is no
need an inverted clock for latch act as a slave. Since the negative enable D-latch is
used as slave, clock inversion is not required here. Fredkin and Feynman gates are
used to design MS D-flip flop (Fig. 1). Design of MS D-flip flop is given below.

The internal design ofMSD-flip flop has Fredkin and Feynman gate which is used
as a function of themaster and slave circuit. It produced garbage output which is three

Fig. 1 Master slave D flip
flop
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in the circuit. The input of the circuit is enabled signal, D input and constant input
zero. The circuit diagram is given in Fig. 2. A Fredkin gate is a 3×3 conservative
reversible gate with one-to-one mapping of “W=A”, “X=A’B+AC”, “Y=AB+A’C”
where A, B and C are inputs and P, Q and R are outputs. The internal diagram of the
Fredkin gate is shown in Fig. 3. It is a 2×2 reversible gate with quantum cost of 1
which maps inputs A and B to output “W=A” and “X=AB”. The internal diagram is
illustrated in Fig. 4.

Fig. 2 Internal diagram of
master slave D FF

Fig. 3 Internal diagram of
Fredkin gate

Fig. 4 Internal diagram of
Feynman gate
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Fig. 5 D flip flop using
Sayem gate

Fig. 6 Design of D latch
using SG

2.2 DFF Using Sayem Gate

Design of D-flip flop is compared with the conventional design of master–slave D-
flip flop which produces less output power and delay. The characteristics equation
of D-latch is “Q=DE+E’Q” which is realized with one Sayem gate with the input of
E, Q, D and 0 (refer Fig. 5). The design of D latch is given in Fig. 6. Sayem gate is
4×4 reversible gate where A, B, C, D are the inputs and the corresponding outputs
are “P=A”, “Q=A’B XOR AC”, “R=A’B XOR AC XOR D” and “S=AB XOR A’C
XOR D”. It can be used as a universal gate with two inputs and also performs any
two input Boolean function. Sayem gate design is as shown in Fig. 7. Internal circuit
of the Sayem gate has three XOR gate, four AND gate, two buffers and lastly one
Feynman gate. Figure 8 demonstrates its internal circuit which comprises the logic
gates.

3 Reversible Shift Register Design

Shift register is an array of flip flops which is connecting each other and also sharing
the same clock. As a result, the output of any shift register that each bit shifts by
one position. But in case of the reversible shift register it is designed using D-latch
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Fig. 7 Design of Sayem
gate

Fig. 8 Internal design of
Sayem gate

which is formed by reversible Sayem gate that has produced less delay and power to
improve the performance of the design. Shift register is classified into four types.

Serial In Serial Out (SISO)
Serial In Parallel Out (SIPO)
Parallel In Serial Out (PISO)
Parallel In Parallel Out (PIPO)

Four types of shift registers are designed with reversible Sayem gate to reduce
the delay and power of the circuit as compared with the conventional one. Although
the design of the circuit is easy by reducing the number of gate counts and constant
inputs. So that the performance of the design will be improved which will be used
in future needs. The different types of the shift register are designed and the internal
circuits are given in Figs. 9, 10, 11 and 12 respectively.

4 Simulation Results

Simulation tool, simulation parameters, analysis of newly offered design along with
simulation results are given in this section. Furthermore, comparative analysis of
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Fig. 9 Design of SISO

Fig. 10 Design of SIPO

Fig. 11 Design of PISO

Fig. 12 Design of PIPO
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reversible and conventional logic gates are also discussed in the below section.
Graphical presentations are shown in the below figures (Figs. 13, 14, 15, 16, 17,
18, 19, 20, 21 and 22) with inputs and outputs of signals of all respective gates. The
results are obtained from the Cadence Virtuoso tool which is a precise and simulator.
Figures 13, 14, 15, 16, 17 and 18 show the result of conventional MSDFF, Fredkin
gate, Feynman gate, DFF using Sayem gate, Sayem gate and D-latch using Sayem
gate respectively. Figures 19, 20, 21 and 22 shows the result for SISO, SIPO, PISO
and PIPO respectively.

Fig. 13 Result of conventional MSDFF

Fig. 14 Result of Fredkin gate
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Fig. 15 Result of Feynman gate

Fig. 16 Result of DFF using Sayem gate

5 Experimental Results and Discussion

The different output result based upon the proposed design of sequential circuit
which is designed by the cadence virtuoso tools is analyzed in Table 1. The proposed
design reduces gate counts and constant inputs of the reversible gates. It will show the
performance of the design comparing with the conventional design of the sequential
circuits. The output power and delay is shown clearly that will describe the improve-
ment of the design. The table of the power and delay of different circuits is given
below. The verification of the proposed design is done by showing the different
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Fig. 17 Result of Sayem gate

Fig. 18 Result of D latch using SG

obtained results using Cadence virtuoso tools. Power and delay are obtained from
proposed design with reduction of the gate count, the constant inputs and the garbage
outputs thereby increasing the design performance.

The proposed sequential circuit that is shift register used reversible Sayem gate
which is awell design that has less number of gate counts, constant inputs and garbage
output. So that the output power and delay is getting reduced as compared with the
conventional design to improve the performance of the proposed design. Thus, the
proposed design is well developed and verified to increase the desire performance of
the design circuit so that the lifetime of the circuits also improved. Table 2 gives the
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Fig. 19 Result of SISO

Fig. 20 Result of SIPO

details of different circuits regarding gate counts, the garbage output and a constant
input.

6 Conclusions

This paper proposes designing of sequential circuits that is mainly the shift registers
are designed using the reversible Sayem gate. Moreover, the Sayem gate is used for
designing the basic internal circuit that is D-flip flop and D-latch. Internal design
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Fig. 21 Result of PISO

Fig. 22 Result of PIPO

Table 1 Output power and
delay of different circuits

Design circuits Output power Delay (Picosecond)

DFF using SG 497.3 µW 338.7

MSDFF (Conventional) 753.4 µW 421.8

SISO 2.221 mW 338.8

SIPO 2.221 mW 330.6

PISO 2.91 mW 338.7

PIPO 3.1 mW 340.5
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Table 2 Number of gate
counts, garbage output and
constant input

Design circuits Gate counts Garbage output Constant input

DFF using SG 10 3 1

MSDFF 20 4 1

SISO 21 16 1

SIPO 21 16 1

PISO 38 20 1

PIPO 24 16 1

of reversible circuits of D-flip flop/D-latch based on CMOS circuit, all the shift
registers were designed in a unique manner which is giving a high performance of
the design by lowering the power and delay of the design. In this paper, it is clearly
shown the comparing of reversible design of D-flip flop and conventional design of
Master–Slave D-flip flop. Hence, it will show the improved output power and delay
of the circuit. According to the design of shift registers have been completed by
looking at the more effective results of both flip flops (D and MSD). The design
is mainly concerned about the reduction in gate counts, the constant inputs and
the garbage outputs. Design and simulations were done with 180 nm technology
of Cadence Virtuoso Tools. The output power and delay of the proposed design is
getting efficiently reduced as compared to the conventional design of the sequential
circuits. Also, the gate counts, the constant inputs and the garbage output are also
minimized. But the design is notmainly focused on the quantum cost of the reversible
design. Hence there is future scope of getting the better performance of the design
when the quantum cost of the design will be considered.
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Automated Oxygen Blender
for Regulation of Oxygen Saturation
in Hypoxia Patient

Samruddhi Anikhindi , Shreyas Patil , and Pauroosh Kaushal

Abstract Hypoxia is a condition wherein the oxygen saturation (SpO2) level in the
tissue drops below 90%, and this may cause improper functioning of the human
body. An oxygen blender is a medical device which mixes medical grade oxygen
and medical air in a variable ratio to restore the normal oxygen saturation levels in
hypoxic patients. Currently, oxygen blender is operatedmanually based on clinician’s
experience that could lead to exposure to higher or lower levels of oxygen than
required. Automating this process will ensure optimal delivery of oxygen to patient
leading to better recovery. In this work, we propose an automated oxygen blender in
closed-loop system to automatically sense SpO2 and provide optimal oxygen flow
rate to achieve and maintain the desired oxygen saturation levels. The robustness
and transient response of the system is improved by designing proportional integral
derivative controller using direct synthesis and root locus method. The controller
actuates oxygen blender to provide fraction of inspired air (FiO2) within practical
range from 0.21 to 0.4. The feedback control system was simulated at different
oxygen saturation levels on Simulink. The results indicate that the controller is able
to achieve the desired oxygen saturation levels with reduced steady-state error, peak
overshoot, and settling time. The designed PID has steady-state error of 0.02 and
0.03, settling time of 103.82, and 139.26 s and overshoot of 0.0027 and 1.28% using
direct synthesis and root locus approach, respectively.
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1 Introduction

Hypoxemia refers to low oxygen saturation levels in the blood which thereby leads
to hypoxia wherein the oxygen levels in the tissues are reduced. These conditions
could lead to further problems in the human body which could be mild such as
shortness of breath and headache, or severe such as interference with the functioning
of brain and heart. To ensure the accurate delivery of oxygen to such patients so that
normal oxygen saturation levels are achieved, oxygen blenders are used. Oxygen
blender mixes medical grade oxygen and medical air with oxygen concentration
ranging from 21 to 100% according to the patient’s requirements. Currently, the
FiO2 output of the blender is controlled manually by medical personnel based on
their experience. This is inefficient as there could be human errors involved, thereby
causing delivery of more or less oxygen than what is required leading to worsening
the patient condition. If the blender is mechanically controlled, the time required to
reach the desired oxygen saturation will bemore and it demands continuous attention
of the medical personnel. To overcome the mentioned issues, a closed-loop feedback
system has been reported in the literature.

Tehrani et al. [1] proposed a closed-loop system for automatic control of FiO2

in mechanical ventilation. The patient was represented with a mathematical model.
The plant is composed of lungs, body tissues and the brain tissue, an arterial trans-
port delay, and controllers of cardiac output and cerebral blood flow. Two closed-
loop control mechanisms, one being a rapid stepwise control system that instantly
responds to fast declines in arterial saturation of the patient and the second being
a slower PID control system that controls inspired fraction of oxygen when there
is no sharp decline in the arterial saturation, were combined to form this system.
In a work by Iobbi et al. [2] a closed-loop control scheme was proposed, which
used feedback from the oximeter to maintain a target SpO2 of 91% by regulating
the oxygen flow rate to the patient. The patient arterial oxygen concentration (PaO2)
is modeled by the function which has three different components: a baseline level
(P0), an arbitrary disturbance (Pd), and an oxygen flow rate dependence (Pf). Their
sum represents PaO2 of the patient. The Pd introduces fluctuations from the baseline
level and simulates the variable conditions possible in COPD patients. With the help
of the controller, the time arterial blood saturation level spent below the threshold
was reduced by 76%. Given the same volume of oxygen, the closed-loop controller
also showed an improvement of 63% compared to the fixed flow rate long-term
oxygen therapy (LTOT). In this work, the model parameters were selected based on
average values found in the literature and these values may differ among different
patients. Though positive resultswere obtained in thework, there is no evidence of the
robustness of the closed-loop method. Alkurawy [3] proposed a controller for FiO2

to regulate SpO2 in neonatal infants. Several controllers were designed and tested
for performance. The respiratory model was based on earlier research completed
by Yu [4]. It is a nonlinear model that describes the relationship between SpO2 and
FiO2. The heart rate and respiratory rate were taken as disturbances. In the PI digital
controller, a good response was obtained for output without zero steady state, and the
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minimum settling time was 180, while for PID, the minimum settling time at 170 s.
However, an abnormal condition such as hypoxia has not been implemented in this
work. Yu et al. [5] developed a PI controller and a multiple model adaptive controller
(MMAC) for regulating arterial oxygen saturation levels in mechanically ventilated
animals. The patient model was represented by a first-order system, and time delay
and simulationswere carried out. The designed controllerswere tested, and a compar-
ison was made. TheMMACwas found to be better in terms of better regulating SpO2

even in the presence of noise and disturbances. Morozoff and Evans [6] developed
a microprocessor-based device to control SpO2 in neonates by adjusting FiO2 deliv-
ered by the blender. The controller attempts to maintain the target SpO2 set by the
user. An alarm is activated in case there is SpO2 and FiO2 sensor disconnection,
blender disconnection, and SpO2 limiting errors. It is observed from the literature
that a closed-loop system with optimal design of controller can be used to develop
automated oxygen blender to regulate oxygen saturation of a patient. Mollazadeh-
Moghaddam et al. [7] designed a blending device based on Venturi principle. The
blender is made up of three parts: a nozzle, an air entrainment window, and an orifice.
This work illustrates the viability of developing a low-cost air-oxygen blender that
does not require electricity or compressed air and can give precise oxygen concen-
trations to newborns in respiratory distress. Islam et al. [8] attempted to provide
an overview of the current technologies that are regularly used to assist infected
patients in breathing. The review discussed the most recently produced breathing aid
technologies, such as oxygen therapy devices, ventilators, and CPAP. For the right
selection of inexpensive technologies, a comparative study of the developed devices
is also given, together with essential difficulties and probable future directions.

This work aims to develop a negative feedback-based self-regulating oxygen
blender to maintain oxygen saturation at desired level. The oxygen saturation of the
patient is feedback and compared to the desired oxygen saturation level. Amathemat-
ical model is used to approximate the SpO2 level of patient. The error is calculated
and fed to the PID controller which then actuates the oxygen blender to provide the
FiO2 within the range of 0.21–0.4, which thereby changes the flow rate of oxygen.
The PID controller is tuned using direct synthesis and root locus method, and its
performance is evaluated on an oxygen saturation model. It is observed that the
controller is able to achieve the oxygen saturation level with improved transient and
steady-state response. Further, the change in FiO2 indicates the patient is not exposed
to undesirable levels of oxygen.

2 Methodology

2.1 Oxygen Saturation Model

The oxygen saturation model used in this work takes reference from prior research
by Yu and Alkurawy [3]. The equation used for neonatal oxygen saturation model
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that predicts the oxygen saturation levels of the infant patient is given as:

SpO2(s)

FiO2(s)
= Gp

τ s + 1
(1)

where Gp = (1 − xd)VI
′

8.63(1 − ys)Qβc + (1 − xd)VI
′
(1 − ys)

βa

(
PB − PH20

)
(2)

τ = VA

V
′
A + 8.63QpβC

(3)

where SpO2 is the oxygen saturation level given by the pulse oximeter readings,
FiO2 is the fraction of inspired oxygen, Gp is the process gain indicative of how
much the SpO2 changes on changing the FiO2 and τ is the time lag signifying how
fast the desired SpO2 level is achieved. In this work, the model has been modified to
incorporate transport lag and the pulse oximeter delay. A time delay of 34.8 s, which
accounts for 19.8 s lag for the oxygen saturation from the lungs to be reflected in the
tissues and 15 s pulse oximeter delay, has been added to τ to obtain effective time
lag or Eτ . The modified oxygen saturation model is given as:

SpO2(s)

FiO2(s)
= Gp

Eτ s + 1
(4)

The derived model is implemented for neonates with normal neonate parameter
values as tabulated in Table 1. The values provided in the table are used to implement
oxygen saturationmodel. The values ofβa andβc are changed to simulate the hypoxia
conditions.

The values for βa and βc are derived from the graph showing the derivative of
oxygen dissociation curve plotted using the following equation [3]:

Table 1 Parameter values for normal neonates

Parameter Description Normal value

VA Ventilated part of lung is perfused with blood 0.5 L

VA’ Respiratory rate of the VA section of lung model 4 L/min

Q Total blood flow to respiratory system 5 L/min

xd Dead space ratio 5%

ys Shunt ratio 5%

PB Barometric pressure 760 torr

PH2O Water vapor pressure 47 torr

βa Apparent solubility of oxygen in arterial blood 0.017596

βc Apparent solubility of oxygen in capillary 0.013278

VI ’ Total respiratory rate 4.2 L/min

Qp Pulmonary blood flow 10 cm/s
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Fig. 1 Graph of derivative of oxygen dissociation curve

dSpO2

dPaO2
= 23,400

(
3PaO2

2 + 150
)

(PaO3
2 + 150PaO2)2

(
23,400

PaO3
2+150PaO2

+ 1
)2 (5)

where PaO2 represents the partial pressure of oxygen. By keeping the range of PaO2

between 0 and 150 mm Hg, we plotted a graph of PaO2 vs the derivative dSpO2/d
PaO2 as shown in Fig. 1.

The partial pressure of oxygen in capillary is about 40 mmHg, and at this value of
x-axis, the y-axis value gives βc that equals 0.013278. The partial pressure of oxygen
in finger tissue from where the pulse oximeter readings are taken is approximated to
be 35 mm Hg. The y-axis value for this gives βa that equals 0.017596. This value of
βa holds true only for a normal human who does not have conditions like hypoxia. In
hypoxia, the oxygen saturation levels of tissue are reduced. Hypoxia condition can
be mimicked by changing the apparent solubility of oxygen in arterial blood (βa),
and this value is taken as 0.0189.

2.2 Closed-loop Feedback System

The closed-loop system consists of a blender, oxygen saturation level model of the
patient and a negative feedback loop. Figure 2 shows the block diagram of the closed-
loop feedback system. As shown in the figure, negative feedback sensing actual SpO2

level of the patient is given to comparator. The comparator computes error between
the set point of 95 with the actual SpO2 of the patient and fed it as an input to
PID controller. The PID controller actuates the oxygen blender system which further
changes the SpO2 level of the patient.
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Fig. 2 Closed-loop negative feedback control system

The blender has a mixing time constant of 30 s. It is represented by the following
transfer function:

1

30s + 1
(6)

Controller

The controller compares the actual oxygen saturation value with the reference input
(set point), determines the deviation, and produces a control signal that reduces the
deviation to zero or a small value. Here, a proportional integral derivative (PID)
controller is designed using two methods: direct synthesis method and root locus
method. The transfer function of the PID is given by:

Kp + KI

s
+ KDs (7)

where KP is the proportional gain, KI is the integral gain, and KD is the derivative
gain.

Direct synthesis method

In this method, the desired closed-loop transfer function is assumed to be a first-order
system, represented as

gCL(s) = 1

λs + 1
(8)

gc(s) = 1

gp(s)λs
(9)

Here gp(s) is the oxygen saturation model and gc(s) is the controller transfer
function. Substituting Eq. (4) in the above equation, we get:

gCL(s) = 1046s2 + 64.87s + 1

420.3λs
(10)
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Different values of λ were taken, and the controller parameters were found for
these different values. The optimal value was found to be 2 at which no oscillations
or overshoot was obtained.

Root locus method

The natural frequency ωn was found using the time constant obtained in direct
synthesis method by taking λ as 2. The damping ratio ζ is taken as 0.9 so that
the system is robust and ωn = 0.0396. Using these values of ζ and ωn , the desired
poles were found

s = − ωnζ ± jωn

√
1 − ζ 2 (11)

|s| = 0.0395

|G( jω)| and ∠G( jω) when s = −0.03564±0.01726 j were determined. The angle
made by the plant with desired pole ( ), and the angle formed by the desired pole
with the origin (β) were also calculated. All these values were taken to tune the PID
[9].

3 Simulation

3.1 Validation of Oxygen Saturation Model

The oxygen saturation model is validated for hypoxia and normal conditions. The
normal oxygen saturation level of an infant is in the range of 95–100% by taking βa

= 0.017596. In case of hypoxia, the oxygen saturation level is considered to be 88%
by taking βa = 0.0189. The model is simulated and is shown in Fig. 3.

Fig. 3 SpO2 response in normal and hypoxia conditions
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Fig. 4 SpO2 response of closed-loop system without controller

Fig. 5 FiO2 output of the blender in closed-loop system without controller

In the figure, the response of normal infant settles at a SpO2 of around 95%
while the response of hypoxic infant settles at a SpO2 of 88%. An oxygen blender is
required to provide an increased oxygen flow rate by increasing the FiO2 and thereby
maintaining a desired SpO2 level.

3.2 Closed-loop System

In order to achieve desired SpO2, manual blenders are currently used. A closed-
loop system will automatically regulate the oxygen flow rate to achieve the set point
value of oxygen saturation. Initially, the closed-loop system is implemented which
consists of the oxygen blender and oxygen saturation model of the patient in a
negative feedback loop. Figures 4 and 5 represent the SpO2 response and FiO2 level
obtained for the closed-loop system.
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As can be seen, the response is undesirable. The limitations of this system are:

(1) It is highly oscillatory which means the SpO2 levels of the patient are changing
very quickly from very high to very low values. This could result in wors-
ening of the condition of the patient. Supplying oxygen more than the required
value will cause the SpO2 to increase to toxic levels, leading to hyperoxia and
supplying oxygen lesser than the required value will cause the SpO2 of the
patient to reduce, leading to hypoxia conditions.

(2) The time required for the SpO2 levels to stabilize is around 200–250 s. This is
a lot of time considering the patient could be in critical condition and requires
immediate stabilization of the oxygen saturation level of the patient to the
normal values.

To eliminate these shortcomings, we design a PID controller in the forward path
of the closed-loop system. The controller uses oxygen saturation level of the patient
and regulates the oxygen flow rate to bring it to the set point value. Due to the control
action, an improvement in steady state and transient response can be observed.

4 Results and Discussion

The oxygen saturation model is validated for both hypoxia and normal conditions.
Normal condition is mimicked by taking βa value such that the oxygen saturation
model gives a response settling at 88%. Hypoxia condition is mimicked by taking
β such that the oxygen saturation model gives a response of 95%. Through the
simulations, it is seen that the closed-loop system can be used for autoregulation of
the oxygen blender. The system is successfully able to take the SpO2 levels of the
patient as feedback and actuate the blender to change the FiO2 to maintain oxygen
saturation at desired level. This is an automatic systemand avoids all the problems that
could result through the manual control of blender. However, the closed-loop system
without the controller shows higher settling time with oscillatory response. A PID
controller is designed to overcome these limitations and is added to the closed-loop
system.

The PID controller is designed through the methods of direct synthesis and root
locus to provide the values of Kp, KI , KD, as shown in Table 2.

Figure 6 shows the FiO2 output of the blender when the system is simulated with
designed controllers. It is observed that the level of FiO2 is increased initially and
settles at value of 0.228.

Table 2 Derivative, integral,
and derivative components of
the PID

Parameters Direct synthesis method Root locus method

Kp 0.07717 1.5795

KI 0.001189 0.0347

KD 1.244 22.2170
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Fig. 6 FiO2 output of the blender in closed-loop system with PID controller designed through root
locus and direct synthesis methods

Fig. 7 SpO2 response of closed-loop system with PID controller designed through root locus and
direct synthesis methods

Figure 7 shows the output of the system when PID designed through direct
synthesis method and PID designed through root locus method is implemented.
The PID designed through both the methods, i.e., direct synthesis and root locus,
improve the performance of the closed-loop system. It is seen that the FiO2 output
of the blender does not very much, and it initially goes up to 0.236 in case of PID
designed through direct synthesismethod and around 0.254 for PID designed through
root locus method. It then stabilizes and gives FiO2 around 0.225–0.23.

The performance of closed-loop system using the controllers is computed in terms
of transient and static characteristics and is shown in Table 3. Through this table,
it is observed that PID designed through root locus method has a slight overshoot
but it only lasts for about 55 s. The time needed for the PID designed through direct
synthesis to settle at a steady value is less as compared to the one designed through
the root locus. The time constant needed for the direct synthesis designed PID is less
as compared to that needed for PID designed through root locus. It can be said that
initially, the transient behavior of the PID designed through the root locus method
is better, and it gives better response due to lesser rise time and time constant as
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Table 3 Performance
comparison of PID designed
through direct synthesis
method and PID designed
through root locus method

Parameter Direct synthesis
method

Root locus method

Rise time 58.7483 18.2357

Settling time 103.8212 139.2651

Peak overshoot % 0.0027 1.2863

Peak time 212 55

Time constant 15 14

Steady-state error
(ess)

0.0205 0.0345

Fig. 8 SpO2 response of the closed-loop systemwith PIDdesigned through direct synthesismethod
when varying set point values are given

compared to the PID designed through the direct synthesis method. However, the
steady-state error and the settling time are lesser in case of the PID designed through
direct synthesis as compared to the PID designed through root locus method.

The performance of the system with change in desired oxygen saturation level is
investigated. The system is subjected to change in desired level from 92 to 98 and
then to 95. The response to change in desired level for both the controllers is shown
in Figs. 8 and 9.

It can be seen that the controller is able to regulate the oxygen flow rate so that the
desired SpO2 level is reached. It is seen that the control strategy is robust to achieve
the desired SpO2.

5 Conclusion

In this work, an automated oxygen blender for the regulation of SpO2 levels in
hypoxia patients is simulated. A closed-loop system is designed using PID controller
that actuates the blender to provide FiO2 within the practical range of 0.21 to 0.4.
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Fig. 9 SpO2 response of the closed-loop system with PID designed through root locus method
when varying set point values are given

The controller was designed using direct synthesis and root locus method and perfor-
mance of PID is evaluated. The values of steady-state error, settling time and over-
shoot for the controller designed using direct synthesis method are 0.0205, 103.8212,
and 0.0027%, respectively, and that for the controller designed using root locus
method are 0.0345, 139.2651, and 1.2863%, respectively. An improvement in the
performance of the system is observed by the addition of the controller. The results
indicate that closed-loop system can be used to actuate the blender for regulation
of the oxygen flow rate to get the desired oxygen saturation level in the patients,
and hence, self-regulation of the blender is made possible. This system, however,
has been simulated with neonatal parameters and can be extended to adults by
replacing the parameter values with the values suitable for adults. The simulation
has been performed, and the future aspects involve hardware implementation of
the proposed control system and investigating the application of controllers such as
model predictive controller and fuzzy logic controller.
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An Interleaving Approach to Control
Mobile Device and Elements via Screen
Buffer and Audio Streaming

Jayavel Kanniappan, Rajesh Kumar Jayavel, and Jithin Gangadharan

Abstract Nowadays mobile devices are powered with huge features (voice enabled,
OnDevice AI, health, IoT) which requires device access and validation methods
should be in smarter and efficient way. In this paper, we proposed a unified and
efficient framework design to access remote devices via screen buffer and live audio
streaming concepts which can benefit multiple projects. Our framework has 5 novel
aspects: (1) streaming your devices screen buffer in real time using decoding raw
H264 buffers (2) streaming your audio input from external PC in real time to access
and operate your device in remote conditions (3) dynamic sharing of device screen
and elements help to create automated scripts in real time (4) framework is platform
and language independent to support Windows and Linux platform (5) faster device
screen element detection using json RPC client server architecture. The proposed
framework integrated into different projects (Bixby, Internet of Things, OnDevice
AI) to benefit with core features like Remote (device access anywhere, live audio
streaming), benchmark solution across devices in single frame and real-time device
sharing between users and played major role in differentiating our quality products
to market in short span of time.
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1 Introduction

In modern world the expectations of user experience on mobile devices is almost
similar to a personal computer and it is loaded with essential configuration and
features like IoT, AI based solutions, voice interactions, health, office, entertainment.
Nowadays mobile phone plays pivot role on professional engagement with different
levels of users with higher expectations.

Indeed user expectations are high rich of features and reliable solutions to meet
business demand. In recent times, most of the solutions are powered with OnDevice
AI where solutions provider tries to enhance user experience in terms of speed by
accelerating application through GPU and NPU and improvement can’t be visible
by human eyes. So the challenge rises much higher for mobile application quality
assurance more than personal requirement to business demand. As devices become
smarter it is very essential to bring efficient and smart automation framework to
assure the quality of solutions in short span of time to lead in market.

The proposed framework enabled with state of art features like access your device
screen in remote, access your device through remote audio streaming, multi-device
streaming in single window, screen rendering/UI elements in single window, device
sharing between the users and advanced element identification for script creation
and execution. This framework has seamless adaptation capability to integrate with
existing automation tools and framework. In market screen rendering concept and
other features are not tightly coupled with efficient way to enhance the productivity
and quality assurance.

2 Related Work

This research and development has been carried out after deep research on market
tools and framework availability for related areas to meet the feature requirements.

In market there are few tools available but with specific and limited features as
shown in Table 1. Due to that the requirement cannot be accomplished and cannot
be widened, the scope of development for the features and modules listed as part of
this proposed research.

One of the competitor Tool A [1] is standalone application which can render the
screen and cannot receive or send the audio played by the android mobile application
and also it cannot fetch the device screen element. In another instance Tool B [2] can
fetch the element of the screen but with lot delay in it but cannot render either device
screen or audio playback. As per review there is no existing tools or framework
available to stream the user audio and get through the device screen along with
application elements at real-time together with very high speed.

As we move forward the current framework built with many use cases such as
remote validation of mobile devices and applications, automation of voice enabled
devices and assistants in very effective way to improve the user productivity for the



An Interleaving Approach to Control Mobile … 589

Table 1 Tool comparison
with features

Features Proposed
framework

Tool A Tool B

Element
identification

O O O

Screen mirroring O O X

Two-way device
control

O X X

Remote
monitoring

O O X

Peer-to-Peer
device sharing

O X X

Automation tool
Integration

O X X

Screen render
latency

<600 ms <600 ms 4000–6000 ms

Script creation
speed

~1 min/tc X ~5 min/tc

development and assessment. This framework has been deployed in Samsung across
multiple projects and integrated with the existing automation framework to adapt this
research features and gain the advantages of the complete end-to-end verification of
android devices and application related features in efficient manner.

3 Proposed Framework

The proposed framework has master and client architecture through which desktop
solution acts as a data requestor and receiver whereas the client devices acts as a
data provider wherein continuous data from screen buffer and the layout hierarchy
information will be shared with the desktop solution to stream the data constantly
in real-time. The framework has an ability and techniques to stream and control
any devices based on Android platform by decoding the device screen buffer [3],
audio PCM buffer and screen layout hierarchy information which will be fetched
at real-time to the master in which user has interface to view and control the client
devices.

The framework is capable of identifying the device screen layout orientation
changes and also the real-time monitoring of positions on user interaction behaviour
in the device screen to fetch the corresponding screen layout contentwhich is intended
to control or operate.

The proposed framework has well-researched solutions and modules represented
in a layered architecture (Fig. 1) to remotely control the user devices like mobile
through device screen and using user voice at real-time without device in hand for
enhanced productivity and validation effectiveness.
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Fig. 1 Architecture design and framework components

The synchronization between the Desktop and Client device is achieved with effi-
cient buffer management systemwhere the chunk of buffered data has been streamed
in a real-time with higher frame rate to avoid glitches in continuous streaming. The
delay between user operation on the device screen and the action takes place in the
client device and then rendering back has been achieved with very low latency to
provide better user experience and not missing any device information to visualize
on a time critical applications for remote monitoring.

This proposed framework has been a vital factor in remote assistance, monitoring
and testing of Android based device application seamlessly with higher efficiency
in an easy manner as shown in Fig. 2 and also its been widely used for automation
script creation in a simplified manner wherein user just operate the device and its
application in usual manner once for the evaluation of features and in parallel, the
framework monitors the user execution and operations to know the system user flow
using the application layout information monitoring through Android framework in
real-time and fetch the element information and passes through the desktop client
using json remote procedure call protocol with very low latency to provide real-time
experience of script creation in easy manner in very less time and effort.

This framework has majorly three main sources of data to stream over to the
desktop client, those are video (mobile screen) buffer, mobile application (element
information) layout data and audio (user speech) buffer. All these sources are from
the mobile device and desktop client has service to enable all these sources decoded



An Interleaving Approach to Control Mobile … 591

Fig. 2 User flow representation

and rendered with appropriate channels with different techniques adapted for each
of these source components as represented in Fig. 3.

In addition to these components, the separate service has been enabled with real-
time monitoring of the user device screen navigation with touch gestures to get the
element information and user flow captures as an automation script. The controlling

Fig. 3 System flow representation
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of the mobile application has been carried out with different techniques and wrapper
functions and framework provided by the android platform.

3.1 Streaming Remote Devices Screen

This concept of devices screen buffering and streaming [4] over to the remote user
interface is currently used in wide application testing and remote device execution
monitoring in the lab setup in various projects, few of among those are voice enabled
solution (Bixby) and IoT (SmartThings app) testing and execution monitored remote
manner. Using this concept user can control the multiple devices and respective
solutions and monitor device status in line manner.

In order to decode and play the live video buffer from the mobile device which
we get from android surface flinger and graphics path. Our framework uses mp4
muxer that works in both browser and node environment [5]. It is communication
protocol agnostic and it is intended to play media files on the browser with the help
of the media source extension. It also can export mp4 [6] on the node environment
and expects raw H264 video data and/or AAC (Advanced Audio Coding) audio data
in ADTS (Audio data transport stream) container as an input. Each packet consists
of 4 bytes of header and the payload following the header. The first two bytes of the
header contain the chunk duration and remaining two bytes contain the audio data
length. Packet format is shown in Fig. 4.

The buffer chunks of device screen will be decoded using mp4 muxer techniques
[7] with buffer chunk represented in Fig. 5 and has been streamed continuously in
which the video buffer [8] has been rendered in the desktop client with high speed.
The buffer management has been tuned to render the video buffer without any glitch
and also it changes the buffer stream depend on the device orientation by users.

The continuous buffer is decoded constantly to render the device screen smoothly
with buffer array defined in buffermanagement in periodic transformation as depicted
as shown below and also at specific instance of the buffer stream, buffer data frame
will be measured with below expression.

Fig. 4 H264 video buffer data packet format
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Fig. 5 Buffer chunk management of H.264 streams

Here ‘a’ is buffer size at ‘n’ number of times buffer chunk streamed and ‘d’ is
the buffer size.

an = a1 + (n − 1)d

In case of continuous video buffer streaming, then the total amount of buffer size
streamed using the buffer management concept has been depicted below.

f (x) = a0 +
n∑

i=1

i = nx

2
[2ai + (n − 1)d]

where ‘a’ is first buffer chunk, ‘d’ is the buffer size for periodic data frame and ‘n’
is number of chunk data which is near to infinite.

The framework uses H264 baseline profile for continuous video buffer streaming
[8]. This is the simplest profile used mostly for the low-power, low cost devices,
including some video conferencing and mobile applications. Even though this base-
line profiles, the compression ratio can be achieved about 1000:1 (i.e.) a stream of
1 Gbps (Gigabits per second) can be compressed to about 1 Mbps (Megabits per
second). The proposed framework supports multi device parallel live mobile screen
streaming with orientation changes supported.

3.2 Streaming User Speech Live to Remote Device

The important aspect of video streaming is Audio associated with the mobile appli-
cation and the need of feeding the user real speech into the system to stream remotely
associated with the video rendered on the desktop client.

There are several use cases associated with the requirements of Audio (speech)
transmission, in current scenario this concept is used to test voice enabled solutions
and voice assistance and related features embedded into mobile applications (e.g.
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Bixby, Alexa and Google Assistant) remotely with real time user voice streaming to
the remote mobile devices.

In case of the speech transmission to the voice based solutions and assistance, the
another important aspect is to retrieve the dialogue response (spoken text) from the
voice assistant back to the remote user system as a live stream using audio decoding
and buffer management techniques as shown in Fig. 6. The response audio buffer has
been captured through mobile client as a separate service monitoring the response
audio and decodes and stream back to the desktop client and it plays back at the
remote system.

The proposed framework allows the bi-directional communication between client
and server [9], by which client has Socket.IO [10] in the desktop client, and a server
has also integrated the Socket.IO pkg, while audio buffer (PCM) can be sent in a
byte format. To establish the connection, and to exchange data between client and
server, Socket.IO uses Engine.IO. This is a lower-level implementation used under
the hood. Engine.IO is used for the server implementation and Engine.IO-client is
used for the client. By using this advanced technology [11] assuring no audio data
loss, while real time streaming with our own buffer management as mentioned below

Fig. 6 Audio streaming and encoding design flow
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using 4 bit Pulse code modulation scheme as shown in Fig. 7. This helps to stream
the live audio from desktop to mobile device and from mobile device to desktop
seamlessly.

Buffer calculation formula:

Sampling rateS[r ] = 16,000 samples /seconds frame duration

= 20 ms sample size = 2 bytes channels = mono

So, each frame contains 16,000 samples/seconds *0.02 s *2bytes/sample/channel
* 1 channels = 640 bytes.

Fig. 7 Sampling and quantization of a signal for 4-bit LPCM
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3.3 Faster UI Element Properties Detection with JRPC

This feature is currently used for android automation script creation. The traditional
approach of script recording is carried out with invoking child process of instrumen-
tation which takes 2–3 s(s) whereas with current approach created JRPC [12] server
within instrumentation framework and connect the server from desktop client and
this has been experimented with integration to the script creation modules for the
evidence and research analysis to verify the quality of the latency improvements.

In this framework, Json RPC concept has been used for communication of device
screen layout element information from themobile devices to desktop client. JsonRpc
comes with a streaming server and client to support apps of all types and not just
HTTP. The JsonRpcClient and JsonRpcServer have methods that take InputStreams
and OutputStreams, so that it is very flexible in communicating the data over the
channels very efficiently in real-time [13].

As part of this module there is separate service running to monitor the user actions
on the device to know the user scenario under action and based on that the actual
screen element will be identified with layout parsing at real-time and communicated
to desktop client for the script creation as and when the user performs the scenarios
as shown in Fig. 8.

Usually in traditional methods of element fetching, the shell commands has been
used which takes a lot of time in initializing the android debug bridge which is the
communication channel for the android shell operations and hence overall delay
introduced is huge and thus can’t make bigger impact on the user experience in real-
time element identification. Here we invoke the instrumentation only one time and
reuse the instance for further operations.

Using this current approach we are able to fetch the android element properties
in milliseconds and not exceeding 1 s as shown in Fig. 9 against the competitor data
that has been analyzed for benchmark.

Overall it improves the productivity of automation script development and testers
can create automation scripts in less time as shown in result evaluation in Fig. 10
and cover more scenarios without errors in ease manner.

Fig. 8 Json RPC approach to retrieve the Layout elements
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Fig. 9 Comparison of element detection latency

Fig. 10 Comparison of tools Avg. script creation per day

3.4 Remote Screen Sharing with Peer-To-Peer Mode

In many instances it is required for the developer or tester to observe the application
behaviour on the devices of peer member or co-workers to analyze any problems
and to bring it to conclusion in easy way. But if the members are decentralized and
located at different geographical locations, then it is very hard to share the devices
physically and only options to leverage the benefits of the software platforms and
our frameworks able to achieve the same.

In this proposed approach, it has been addressed to solve the above problemwhile
common team is decentralized at various locations by adapting various features [14]
proposed as part of this research with peer-to-peer sharing of mobile application data
over the network. It is the very unique concept whichwe introduced to our framework
without having centralized central and instead the data is communicated over the IP
based network.

Here our framework acts as both client and server. If userA required specificdevice
to test/debug for defined duration from user B bywithout sharing the physical device,
it can be shared remotely for the particular device screen to user A directly using
Socket.IO peer to peer [15] sharing concept (IP based network communication). User
A should give a device access request to user B, once user B approve the request as
shown in the Fig. 11. User A can view and control the shared device in real time [16]
with screen and element properties of that particular device in remote system. There
is no existing tools or framework available to achieve this and hence this proposed
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Fig. 11 Peer-to-peer device screen sharing and control

approach is unique and widely useful when teams are located across geographical
locations or when team is working in remote conditions and lab environment.

This feature in our framework helps to overcome device shortage in testing and
development and also it helps in avoiding device not reaching to real user after the
usage.

3.5 Global Script Creation for Android Automation

In the world of fast growing android platform community, it is important to meet all
quality criteria for all android application to meet global customer demands. The
automated testing approach plays a significant role in the quality assessment of
android applications to overcome above mentioned challenges.

Nowadays android automation testing tools are very common and several frame-
works available built from scratch to test applications separately. The main intention
behind for any android automation tools to reduce human effort is to increase produc-
tivity and coverage in short span of time. But it is possible only by considering the
common framework to achievewith less time.Hence it has been analyzed and studied
deeply on generalizing the tool as a global framework to android automation commu-
nity so that any android automation tool developers can integrate our framework and
make android automation tools specific use cases alone with less effort with minimal
duration. This proposed and implemented framework alone covers 80% requirement
of android automation like live screen rendering, fastest android element detection,
Audio speech streaming with noiseless coding techniques [17] and live log parser.
Only 20% of custom specific use cases and log parsing techniques will vary tool
specific based on the projects and application requirements.

In automation framework, the scenario executions are carried out with set of
actions or use cases on android devices based on the predefined set of instructions
been given to the tool in terms of automation scripts. Scripts can be recorded auto-
matically when user does any action to the devices based on start and stop record
feature. Every tool which supports android script record automatically has its own
defined syntaxes. The current approach designed to generate tool specific scripts
syntax based on the static pre-defined template as represented in Tables 2 and 3, so
that testers need not be familiar of script syntax for each tools with different syntax
and formats whenever they use different android automation tools. This framework
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Table 2 Generic execution
API syntax

Android generic actions (Fixed) Custom API’s (Tool specific)

Touch Touch[x, y]

Long Touch LongTouch[x, y]

Double Touch DoubleTouch[x, y]

Swipe up SwipeUp[x1, y1, x2, y2]

Swipe down SwipeDown[x1, y1, x2, y2]

Swipe left SwipeLeft[x1, y1, x2, y2]

Swipe right SwipeRight[x1, y1, x2, y2]

Type text EnterText[data]

Table 3 Generic validation
API syntax

Android validations (Fixed) Custom API’s (Tool specific)

Element exist Verify[gui element]

Element not exist VerifyNot[gui element]

Element partial exist VerifyPartial[gui element]

Element partial not exist VerifyNotPartial[gui element]

has the solution for the above practices followed by android automation developers.
Wehave analyzed thatwhat and all actions a user can do on the android phone in terms
of action and validation of the screen using Jrpc client server concepts described in
earlier section C.

In general device actions possible are Touch, Long Touch, Swipe up, Swipe down,
Swipe left, Swipe right, Type Text and possible validations are element exist, not
exist, partial exist, partial not exist (with combination of gate operators AND and
OR). These are all primarily blocks of any android automation tool [18] consists for
any application testing in terms of visual user interface. This set of action and verifi-
cation concept can be re-used from this proposed research areas and can dynamically
create the scripts [18] for quick development instead of developing the script creation
module from scratch.

3.6 Dynamic Multiple Device Screen Rendering

In android devices one of the important testingmethod is benchmarkingwith different
devices in terms of latency and sluggishness of applications.Most of the time this test
has been carried out manually to understand the visual behaviour of the applications
in a live manner and observations are monitored to conclude the quality of each key
parameters. But fact is that the difference in user behaviour completely vary from
tester to tester due to change in execution speed and the dynamics of user gestures to
compare the feature behaviour and all varies in few milliseconds, so most of the time
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Fig. 12 Multiple devices execution and Rendering

it is difficult to conclude calculation of KPI’s (Key Performance Indicator) and due
to this existing challenge we came up with reliable test approach with our proposed
framework where multiple devices (within the system limit) are connected to system
and this framework would render the live screens and display it in our web layout
GUI same time in responsive manner [19]. So any actions performed on the device in
an automated way would reflect at a time to all devices and observe the real latency
difference live in single place as shown in the Fig. 12.

In order to achieve this we use encapsulation method with live streaming [4] of
H.264 baseline profile [20] from android device with USB port forwarding, once
the buffer reach to desktop using USB port forwarding, the dynamic data structure
queue has been created to save the byte buffer and once the enough buffer is ready for
the frame creation, it would concatenate it and decode the H.264 base line profile as
described in earlier section A. Using JMuxer [7] non-standard decoder, the decoded
buffer is been played using native player. This is very useful for any benchmarking
in android side and identify the inferior part of our application.

4 Results and Impact

This framework integratedwith Samsung projectswhich helps to reduce hugemanual
effort as shown in Table 4. This framework featured with (device screen access in
Remote PC, device access through remote audio, flashing and device share) used
across the projects Bixby, SNAP, VizInsight, SmartThings App, voice benchmark of
competitor (Alexa, GA) devices.

Overall effectiveness is shown in Table 5.
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Table 4 Effort comparison of proposed approach against manual approach

Manual Automation
(Proposed framework)

Feature benchmarking between mobile devices
(S10, M30, Fold)—2 days per device/engineer

24 * 7 automation execution

Bixby E2E script development time—100 per
day/engineer

100% automated system (400 per day)

IoT—SmartThings E2E script development
time—80 per day/engineer

100% automated system (320 per day)

Device sharing between users 100% automated system

Live audio streaming input to remote mobile 100% automated system

Manual log collection of features and report
generation

90% manual effort reduction across the devices

Dynamic device log parser for feature
debugging

100% automated system and real-time devices
logs in single screen

Table 5 Concept impact and
effectiveness results

S. No. Projects No. of scripts Man days saved

1 Bixby 15,000 62.5

2 IoT 3000 12.5

5 Conclusion

In recent mobiles software innovation and development is to market embrace oppor-
tunities, challenges and innovative automation framework to assure best quality and
meet customer expectations on time. This framework evidence with proven deploy-
ment across the Samsung projects and brought huge value add in terms of efficiency
and test coverage enhancements. The framework has potential to become open source
global community tool which has common framework to access and control all
android devices in market in more efficient way.
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Optimization of Algorithms for Simple
Polygonizations

Maksim Kovalchuk, Vasyl Tereshchenko , and Yaroslav Tereshchenko

Abstract In this paper, we propose modifications of some known efficient algo-
rithms for solving the problem ofMAP (finding a simple polygon of minimum area).
We propose an algorithm that somewhat expands the computational capabilities of
the considered algorithms and has the complexity (n2log(n)) using O(n) memory.
Also, we have proposed an original postprocessing that evaluates the performance of
other algorithms by optimizing the configuration of local points within the specified
complexity estimate (O(n2), O(n)). Experimental results show that it is advisable
to use the algorithm in combination with postprocessing taking into account time.
Unless there are strict time limits, postprocessing can be useful for randomized
algorithms.

Keywords Polygon generation · Minimum area polygon · Divide-and-conquer
technique · Postprocessing

1 Introduction

One of the important and useful tasks of computational geometry and discrete opti-
mization is the construction of a polygon of minimum area on an arbitrary set of
input data (points). We offer various solutions for both deeply theoretical research
and applied software.One type of problem is constructing different shapes optimizing
parameters like perimeter and area. The paper considers the problem of finding the
minimal area polygon (MAP), vertices of which are all points from the given set. In
practice, this problem arises in the context of geo-sensor networks [1, 2] and GIS
systems [3, 4]. Like traveling salesman problem,MAP is NP-hard, which was proven
in [5]. It makes it almost impossible to solve the problem provably optimal for big
enough data sets. Most related works focus on approximation of MAP, rather than
finding the best possible polygonizations [6, 7].
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Analysis of existing approaches. The simplest algorithm for finding the optimal
MAP isMAP_Permute-And-Reject (MAP_PAR)with complexityO(n!).MAP_PAR
brute-force checks all permutations of each unique simple polygon by the minimum
area. In [8, 9], MAP was formulated as the IP problem. This approach works faster
than MAP_PAR, without losing optimality. The MAP for 24 points was calculated
in approximately 90,000 s [9].

In [10], the authors proposed the MAP_Greedy algorithm. The idea of the algo-
rithm is that starting from some edge of the convex hull for a given set of points, and
we choose a point that forms with this edge the maximum empty triangle. Next, the
current edge is removed and replaced by the found edges of the triangle. This proce-
dure is performed for the next edge of the convex hull. The processing ends by the
exhaustion of all isolated points of the given set. The complexity of the algorithm is
(O(n3),O(n2)). TheMAP_DACalgorithmwith complexityO(n2) is described in [11].
At the division stage, the authors recursively divide the current set of points into two
equal of the subset and perform this procedure for smaller sets. At the merging stage
of the algorithm, they recursively merge the found minimum polygons, obtaining the
resulting polygon.

Randomized algorithms were proposed in [12, 13]. MAP_RS [13] consist of six
strategies how to choose the initial triangle, next point, and next edge. We believe
that complexity of MAP_RS is O(qn3), where q is the number of trials and n is
the number of points. MAP_RAND [12] starts with the triangle. On each step, it
chooses a randompoint and connects itwith the edge thatminimizes the polygon area.
MAP_RAND is the only algorithm that processes both inside the polygon and outside
the polygon types of points. In [12], MAP_RAND described with O(qn2log(n))
complexity, but we believe that complexity can be improved toO(qn2) using polygon
visibility algorithm [14]. In [13], algorithm based on ant colony optimization was
proposed.

In Sect. 2, we formulate the MAP problem, describe a modification of the
MAP_DAC algorithm, and propose a simple postprocessing technique. In Sect. 3, we
analyze the complexity of the described algorithms and their properties. In Sect. 4,
we present implementation details, a comparison of MAP_DAC2 with existing
approximate MAP algorithms, and data processing results from other algorithms.

2 Improvement of Existing Algorithms for Solving
the MAP Problem

Let’s formulate a mathematical formulation of the MAP problem.

Problem A set S of n points is randomly generated on the plane. It is necessary for
each generation S to construct a simple polygon of the smallest area, which would
cover a given set of points and whose vertices are all points of the set S.
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2.1 Modification of the MAP_DAC Algorithm

The main steps of the modified MAP_DAC [11] algorithm is following.

1. If the number of points is less than six, apply the algorithm MAP_Permute-
And-Reject, otherwise:

2. Preprocessing. A given set S of n points on a plane are presented as an ordered
array of points is created in the form of a list U = {Pij, i, j = 1, n}, where i and
j are indices specifying the order of a point in the array along the coordinates x
and y, respectively.

3. Partition. At each recursion step, we split (by the median lx) this set of points
(as an indexed list U) into two subsets S1x and S2x of equal cardinalities. The
dividing process ends when the subsets have such a number of points for which
the given problem is solved trivially.

4. Merger I. At each step of this stage, we recursively construct aminimal polygon,
by merging the minimal polygons P1 and P2 obtained in the previous step. In
the last step of this stage, we obtain the required minimum polygon. Denote it
by Px.

Similarly, we can construct a simple polygon of minimum area by coordinate
y. In this case, we recursively split (by themedian ly (horizontal))U, using index
j, into two subsets S1y and S2y of equal cardinalities. And at themerging stage,we
will construct a minimal polygon Py. In principle, we can apply this procedure
to any direction and obtain a minimal polygon. The search time Py will be
O(n2logn) in the general case.

5. Merger II. At this stage, we merge the polygons Px and Py, obtaining the
minimum polygon Pxy.

6. Postprocessing. At this stage, we perform additional processing Pxy and thus
obtain the final result. We will describe in detail the postprocessing in the next
section.

We propose to maintain two solutions for each point subset, one for vertical sepa-
ration and other for horizontal separation. In such a way, we bring more local opti-
mality without much loss of execution time efficiency. Our algorithm MAP_DAC2
performs the next steps.

(1) If the number of points is less than six, return MAP using MAP_Permute-
And-Reject;

(2) Suppose we have two subsets S1x and S2x of equal cardinalities, sorted by the
X-coordinate;

(3) Solve recursively (from step 1) for S1x and S2x getting polygons P1;1
x, P1;2

x,
P2;1x, and P2;2

x

(4) Consider polygons PM1
x, PM2

x, PM3
x, and PM4

x received by merging pairs
{P1;1

x, P2;1
x}, {P1;1

x, P2;2
x}, {P1;2

x, P2;1
x}, and {P1;2

x, P2;2
x}, respectively,

Fig. 1a–d;
(5) Let Px be one of the PM1

x, PM2
x, PM3

x, and PM4
x with the minimal area;
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Fig. 1 Eight different polygons considered in MAP_DAC2 (blue–polygons received recursively,
red–merging quadrilateral), where a PM1x, b PM2

x, c PM3
x , and d PM4

x

(6) Suppose we have two subsets S1y and S2y of equal cardinalities, sorted by the
Y-coordinate;

(7) Solve recursively (from step 1) for S1y and S2y getting polygons P1;1y, P1;2
y,

P2;1
y, and P2;2

y;
(8) Consider polygons PM1

y, PM2
y, PM3

y, and PM4
y received by merging pairs

{P1;1
y, P2;1

y}, {P1;1
y, P2;2

y}, {P1;2
y, P2;1

y}, and {P1;2
y, P2;2

y}, respectively,
Fig. 2a–d;

(9) Let Py be one of the PM1
y, PM2

y, PM3
y, and PM4

y with the minimal area;
(10) Return pair {Px, Py}.

All steps of MAP_DAC2 except four and eight are straightforward. Step 4 is
described in the original paper for MAP_DAC [11] and can be done in the next way.

(1) Build polygon E enclosing area between polygons A and B. It consists of two
chains, one from each of given polygons, and two tangents that connect border
points of chains;

(2) For all points of the first chain find all visible points on the second chain [14];
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Fig. 2 Eight different polygons considered in MAP_DAC2 (blue–polygons received recursively,
red–merging quadrilateral), where a PM1

y, b PM2
y, c PM3

y, and d. PM4
y

(3) For all consecutive point pairs of the first chain find all visible consecutive point
pairs on the second chain that form simple quadrilateral. Choose the smallest
quadrilateral.

Step 8 is almost the same as 4, but with horizontal separation. In case, imple-
mentation is hardcoded for vertical separation, it is possible to interchange X- and
Y-coordinates of points to bring step 8 to 4. Eight polygons considered on steps 4
and 8 are shown in Figs. 1 and 2.

2.2 Postprocessing of MAP Solution

It is typical for MAP approximation algorithms to use heuristics that greedily choose
point, edge, quadrilateral, etc. Such heuristics may be optimal on the current step
but can be no optimal in the future. We propose a simple postprocessing technique
that removes one point at a time and tries to add it in the more optimal position.
Postprocessing has the following steps.
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Let the considered polygon be presented in the form of a linked list (a cyclically
ordered set of vertices) P = P1, P2, …, Pn.

1. Consider sequentially all points Pi of polygon P.
2. If we can remove Pi so that P = {P1,…, Pi−1, Pi+1,…, Pn} is a simple polygon,

and the segment (Pi−1, Pi+1) ∈ P is visible with Pi (we can use the polygon
visibility [14]), then remove Pi, else go to step 1 and consider the next point.

3. If Pi is inside P, then we find the edge (Pj−1, Pj) of ∗ , which is visible from Pi

and maximizes the area of the triangle {Pj−1, Pi, Pj}.
4. If Pi is outside P, then we find the edge (Pj−1, Pj) of ∗ , which is visible from

Pi and minimizes the area of the triangle {Pj−1, Pi, Pj}.
5. Insert Pi in P as a new value of the polygon and go to step 1, taking into account

the next point.

To check whether the point is inside or outside the polygon, we can use the
windmill algorithm. To find the edge (Pj−1, Pj) in points three and four, you can use
the algorithm of visibility of the polygon, computed during verification [14].

In practice, we ran several trials of postprocessing until no more area minimizing
points rearrangements are possible. Example of postprocessingoptimization is shown
in Fig. 3.

Fig. 3 Example of postprocessing (red point P is postprocessed, yellow–removed triangle, green–
added triangle), where a initial polygon, b P removed from polygon, and c P inserted in better
position
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3 Complexity and Correctness

3.1 Complexity

Theorem 1 The MAP problem on a random sample of the set S from n points can
be solved by a modified algorithm MAP_DAC2 in (n2log(n)) time.

Proof MAP_DAC2 is recursive algorithm.During the one iteration, it sorts out points
twice, calls merging function eight times, and calls itself recursively four times with
two times smaller point set. Complexity of sorting is O(nlog(n)). Complexity of
merging function is O(n2) [11]. That is, we have recurrence T (n) = 4· T (n = 2) +
8·O(n2) + 2 ·O(nlog(n)). After simplification, we get T (n) = 4·T (n = 2) + O(n2).
Last recurrence can be solved using master theorem, and the solution isO(n2log(n)).

Theorem 2 Postprocessing can be implemented with complexity O(n2).

Proof We can check the test in steps 3 and 4 in O(n) time. The complexity of the
windmill algorithm is also (n). If during the check the visibility polygon has already
constructed, then we can find the edge (Pj−1, Pj) of step 4 byO(n). Therefore, we can
process one point inO(n) time, and n points inO(n2). Testing, we ran postprocessing
several times until the polygon area converged. Maximal number of postprocessing
trials was ten. Thus, the execution time postprocessing will be also O(n2).

3.2 Correctness of MAP_DAC2

Correctness of MAP_DAC2 consists in the existence of quadrilateral merging two
polygons on steps 4 and 9. MAP_DAC2 tries to merge four pairs of polygons on
both step 4 and step 9. During the experimental study, we found pairs that cannot be
merged since a quadrilateral do not exist. Despite it, at least one of four pairs always
could be combined when running MAP_DAC2 on our data set. We do not know
whether it holds in the general case. In the implementation, we assign infinity area
to the incorrect polygonization, leading the algorithm to choose one with a smaller
area.
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3.3 Correctness of Postprocessing

In [12], the authors introduce the concept of “trap region.”

Definition 1 A trap region of polygon P is the area from which no edges of P are
completely visible (Fig. 4).

Definition 2 Analgorithm that bypasses trap regionwewill call a no-trap algorithm;
otherwise, we will call such an algorithm a trap algorithm.

Therefore, the strategy of the postprocessing algorithm is to bypass the trap
regions.

To have a no-trap algorithm, it is necessary to not lead input points into the
trap region or somehow deal with the trap region otherwise. Peethambaran et al. [12]
proposes to runMAP_RANDwith different randomsamples in casewhen a point into
the trap region. The same can be done in MAP_RS. So, we can consider randomized
algorithms to be no-trap algorithms. Since MAP_Greedy [10] is a deterministic
algorithm, we claim it to be trap algorithm in the general case.

Theorem 3 The postprocessing algorithm never places removed points into the trap
region of P*. The postprocessing algorithm either improves the area of the given
polygon or does not change it.

Fig. 4 Red point is inside the trap region, where a point inside the polygon and b point outside the
polygon
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Proof For every point there possible three distinct cases.

(1) (+) At least one of steps 3 or 4 does not hold and the point is not removed;
(2) (++) Point is removed and added such that old and new values of P are the

same;
(3) (+++) Point is removed and added such that old and new values of P are not

the same.

In case (+), we do not remove points, therefore, correctness is held. Otherwise
(cases (++), (+++)) point is removed. In case (+++) not only correctness is held but
also area is improved. If both (+) and (+++) are not met then from (+), we have
guarantee of (**). That is, edge (Pi−1, Pi+1) of P* is visible from Pi. So, removed
point Pi is not in the trap region but overall area remains the same as before (case
(++)).

4 Experiments

To test described algorithms and compare themwith previously proposed algorithms,
we have implemented MAP_DAC2, MAP_DAC, MAP_Greedy, MAP_RAND,
MAP_RS, and postprocessing. We write in C++ using the SFML library for a graph-
ical interface (Fig. 5). There are two ways of specifying the data—reading points
from the file and adding or deleting points via clicking on the drawing panel.

To compare different algorithms, 30 random point sets are generated. There are
three types of point sets, each type consists of ten sets of different sizes. The first two

Fig. 5 Interface of the developed program
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Fig. 6 a 1 square.txt, b 1 circle.txt, and c 1 grid.txt

types are random points in rectangle and circle, named * square.txt and * circle.txt,
respectively. Points from the third type form a grid with some random shift from the
exact position, named * grid.txt. Different types are shown in Fig. 6.

We ran all five algorithms on described point sets (Fig. 7a–e). For randomized
algorithms MAP_RAND and MAP_RS, we set q = 200 trials and take the best
produced polygonization. Table 1 shows the results.AsMAP_Greedywas discovered
to be a trap algorithm, our implementation of this algorithm ignores points that are in
the trap region. In 17 out of 30 cases, the best result was computed byMAP_DAC2. In
the other 13 cases, the best polygonization was computed by MAP_RS. Regardless
of MAP_RS can outperform MAP_DAC2 in terms of polygon area, MAP_RS is
quite slow relative to MAP_DAC2 as their complexities areO(qn3) andO(n2log(n)),
respectively.

We also ran postprocessing on output from all algorithms on all point sets (Fig. 7f).
We emphasize that postprocessing allows decreasing the area of solutions up to 10–
25%. Table 2 shows results after postprocessing. The result is improved by 18.7%
on average. MAP_DAC2_P outputs the best result in 17 cases, MAP_RS_P in 11
cases, and MAP_RAND_P in two cases. We apply postprocessing only to the best
output of MAP_RS and MAP_RAND. It is expected to get even better results if
postprocessing is applied after every trial of randomized algorithms.
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Fig. 7 Polygonization of five square.txt. a MAP_DAC2 b MAP_DAC c MAP_Greedy d
MAP_RAND e MAP_RS, and f MAP_DAC2 P
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Table 1 Comparison of results obtained from MAP_DAC2, MAP_DAC, MAP_Greedy,
MAP_RAND, and MAP_RS

File name Number
of
points

MAP_DAC2 MAP_DAC MAP_Greedy MAP_RAND MAP_RS

0_circle.txt 50 1546.95 2205.22 2163.97 1421.74 1337.32

0_grid.txt 225 5073.6 7552.84 5893.04 6450.58 5136.01

0_square.txt 20 1649.18 2569.88 1783.53 1347.51 1275.03

1_circle.txt 100 1407.81 2478.42 1613.12 1285.63 1245.65

1_grid.txt 324 7509.8 10,717.5 9285.85 9478.32 7556.45

1_square.txt 70 2029.32 2206.15 2844.91 1834.54 1613.95

2_circle.txt 150 1459.24 2173.04 2132.49 1606.34 1402.67

2_grid.txt 441 10,196.1 14,775.8 12,771.9 12,862.2 10,229.6

2_square.txt 220 2022.32 3182.49 2937.25* 2242.83 1869.77

3_circle.txt 200 1565.39 2702.54 1597.23 1674.86 1398.37

3_grid.txt 576 13,397.4 19,157.1 18,039.6 16,774.6 13,640.4

3_square.txt 470 1851.76 2916.31 2669.09 2294.82 1903.7

4_circle.txt 250 1534.87 2405.29 1873.09 1704.48 1466.64

4_grid.txt 729 16,209.4 22,362.3 20,766.8* 21,420.7 17,387.4

4_square.txt 820 1881.42 2910.44 2708.03 2452.73 2018.38

5_circle.txt 300 1533.45 2192.7 2027.85 1805.44 1479.12

5_grid.txt 900 19,876 28,519.2 26,701.5 26,726.3 21,612.8

5_square.txt 50 589.507 797.318 681.784 594.001 497.325

6_circle.txt 350 1441.19 2430.5 1901.1 1792.82 1475.15

6_grid.txt 330 6667.67 10,850.5 9933.22* 8969.63 7247.62

6_square.txt 140 560.736 875.54 680.984 597.184 530.764

7_circle.txt 400 1397.47 2552.57 1923.42 1809.85 1492.82

7_grid.txt 360 7818.05 12,676.4 10,598.4* 9783.51 8104.49

7_square.txt 290 564.116 933.543 741.509 675.447 561.196

8_circle.txt 450 1485.48 2288.47 1966.1 1695.7 1515.07

8_grid.txt 390 7870.21 13,452.7 11,478.4 10,362.4 8182.76

8_square.txt 500 548.995 973.862 772.515 701.326 573.593

9_circle.txt 500 1536.36 2544.76 2084.82 1819.55 1591.75

9_grid.txt 420 9318.83 13,578.1 12,283.1 11,080.6 8967.92

9_square.txt 770 561.227 945.21 826.275* 718.896 567.384
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Table 2 The polygons area after refinement relative to Table 1

File name MAP_DAC2_P MAP_DAC_P MAP_Greedy_P MAP_RAND_P MAP_RS_P

0_circle.txt 83.2882 68.8231 74.8971 95.2749 86.6654

0_grid.txt 78.4822 60.7262 93.39 83.7179 85.1955

0_square.txt 86.2036 56.9215 91.4348 100 98.5454

1_circle.txt 75.0139 53.6432 92.613 74.8542 92.1643

1_grid.txt 77.4988 60.4907 89.2939 79.3326 75.3776

1_square.txt 84.4191 81.2336 88.9499 82.773 95.9746

2_circle.txt 84.6908 68.3225 82.913 83.7697 82.2322

2_grid.txt 76.7843 59.1727 91.3193 81.1598 83.3493

2_square.txt 77.272 60.4619 89.8424* 71.8307 91.8665

3_circle.txt 82.1769 55.8258 94.2239 77.7306 85.2177

3_grid.txt 74.7865 55.3249 88.3407 80.2147 83.075

3_square.txt 79.7649 59.1584 85.9197 74.7312 87.1332

4_circle.txt 77.9657 62.6643 92.1431 82.6544 83.4875

4_grid.txt 81.1176 62.3924 83.0463* 76.909 81.0698

4_square.txt 79.6647 59.2644 83.1866 76.7587 77.6908

5_circle.txt 81.8064 63.7366 84.6136 84.7903 78.679

5_grid.txt 78.9024 59.4176 85.437 80.5203 79.2287

5_square.txt 82.5412 70.5668 93.033 85.7604 82.9386

6_circle.txt 85.8389 60.589 85.0262 77.9972 83.1042

6_grid.txt 77.2097 66.6462 87.6776* 78.2857 85.3425

6_square.txt 83.7059 64.268 78.2077 85.5597 86.3094

7_circle.txt 80.6722 62.6201 82.9018 77.7518 80.1766

7_grid.txt 76.3475 65.5676 83.5795* 80.737 81.5681

7_square.txt 82.0708 57.3291 86.3043 83.8413 83.6514

8_circle.txt 81.367 63.3459 79.5047 72.7502 79.4567

8_grid.txt 75.0734 66.7353 86.8286 77.9401 80.2878

8_square.txt 80.2742 56.8465 82.3947 80.5178 85.0199

9_circle.txt 77.5403 57.7584 89.2339 74.1333 82.8734

9_grid.txt 81.2925 64.3985 80.572 79.5746 81.9839

9_square.txt 77.0793 61.8968 81.2972* 74.8826 82.044
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5 Conclusion

In this paper, we present a modification of some minimum area polygon search
algorithms on any randomly generated set of points. In particular, we propose
modifications of MAP_DAC2 algorithm using the divide-and-conquer technique for
constructing an approximate solution of the MAP problem. The algorithm computes
slightly more cases compared to the unmodified version but shows significant
improvement in the polygon area. The complexity of the algorithm is O(n2log(n))
using O(n) memory. We also propose the algorithm for postprocessing for others
algorithms that improves local optimality via local permutations of sequential point
selection. The complexity of postprocessing isO(n2) usingO(n)memory.Weconduct
experimental study to compare existing algorithms. MAP_DAC2 turns out to be
competitive in terms of polygonization area while working much faster than the best
of existing algorithms. We also compare results before and after postprocessing.
Postprocessing improved best polygonizations by 18% on average which is a new
qualitative result. During the research of existing and new MAP algorithms, we
considered three tactics—producing new polygonization, postprocessing of polygo-
nization, and constructing new better polygonizations via combining other polygo-
nizations. Producing new polygonization is relatively well studied in the literature.
We propose the firstMAPpostprocessing technique in this paper. Polygon combining
is left for future research.Webelieve that all three tactics deserve further investigation.
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A Super Ensembled and Traditional
Models for the Prediction of Rainfall:
An Experimental Evaluation of DT
Versus DDT Versus RF

Sheikh Amir Fayaz, Majid Zaman, and Muheet Ahmed Butt

Abstract The main purpose of the current study is to use three traditional and
ensemblemachine learning approaches namelyDecision tree (DT),DistributedDeci-
sion tree (DDT) and Random Forest (RF), and a classification tree model- Iterative
Dicotomizer 3 (ID3) to predict the rainfall based on the historical data. A hard-voting
classifier was used to check the accuracy performance in DDT and RFmodels. In this
study, comparative performance of all the three techniques was assigned, and overall,
all the three techniques perform reasonably well. Furthermore, it was observed that
the DT model on the original dataset produces an accuracy of 81.70% followed by
an accuracy of 81.41% in the case of the RF model. The overall performance in case
of the DDT model got reduced to 78.46%. Thus, the obtained results predict that
DT outperforms all other approaches with the highest accuracy measure and high
susceptibility rate in rainfall prediction.

Keywords Decision tree · Distributed decision tree · Random forest ·
Hard-voting · Geographical data

1 Introduction

Weather forecasting is considered as one of the approaches which are used to check
the state of the atmosphere in the future at a specified location. In the early century
when there was no technology that can predict whether the man first looked to the
skies, he was comforted by an ever-changing atmosphere that defined his under-
standing. To explain whether he did the best he could with what he had, various
observations from the foundation form whether proverbs are the man’s first attempts
to predict the weather. A surprising number of them have proved to be correct. After
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some improvements in technology, the properties of the atmosphere becamemeasur-
able quantities, and meteorology (the study of the atmosphere) became science.
With the progress in the physical sciences, the understanding of the atmosphere
and weather increased steadily. With time many technological developments have
made modern meteorology one of the most complex and far-reaching of all the
physical sciences [1]. Today, weather prediction has become increasingly accurate
in answering a question that has challenged man for centuries but accurate and
timely weather forecasting still remains a challenge for scientists. This study of
weather and weather forecasting is one subject that almost everyone is interested
in. Thus, in this era where machine learning techniques are used in every field,
weather forecasting can also be predicted using various suitable machine learning
approaches [2–5]. In this paper, we have used traditional and ensemble techniques
which includes Decision tree, Random forests, and Distributed Decision Trees for
the prediction of rainfall based on the weather data of Kashmir province at three
different locations. Various performance parameters are evaluated in which preci-
sion, recall; Cohen’s Kappa, Accuracy, and error are calculated [6–9]. This paper is
structured as follows: this section (Sect. 1) gives the introduction about weather fore-
casting and briefly describes the three techniques (Decision tree, Random Forest, and
Distributed Decision tree) which are implemented in this paper. Section 2 describes
the review of literature in using various machine learning algorithms. Section 3
briefly analyzes the data on which the experiment has been carried out. Section 4
describes the methodology and the flow process of the technique used in this study.
Section 5 gives the experimental implementation of Decision trees (DT), Random
forests (RF), and Distributed Decision trees (DDTs). In Sect. 6 a voting strategy has
been defined followed that Sect. 7 checks the performance of the algorithms and its
brief comparative analysis. In last, Sect. 8 concludes the paper.

1.1 Decision Trees (DT)

A decision tree is a type of classification algorithm which comes under the super-
vised learning technique. It is one of the basic supervised learning algorithms that
are used in the tree-structured classification and regression problem. A decision
tree is a tree-based classifier where data is classified based on a tree structure. A
decision tree is represented by a tree-shaped structure that includes decision nodes
(leaf nodes) and parent nodes (internal nodes) [10–12]. Each node is split into a
number of possible branches which determines the course of action. There are many
approaches in which the nodes of the decision tree are splitted. The selection of
the splitting criteria is mainly based on the splitting measures. The splitting criteria
include univariate splitting and multivariate splitting criteria. The univariate splitting
criteria internally include impurity-based splitting criteria, Information Gain, GINI
index, DKM criteria, Gain ratio, Binary Criteria, Twoing criteria, orthogonal (ORT)
Criterion, Kolmogorov–Smirnov Criterion, etc. [13–15]. In this study, the implemen-
tation of the decision tree is based on the information gain criteria and GINI Index
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criteria. In the case of information gain criteria, the attribute which has the highest
information gain is treated as the splitting node. This repetitive process stops until
all the nodes of the tree are processed. The formula to calculate the information gain
of the node is (1):

informationGain(ai , S) = Entropy(y, S)

−
i∑

v, j

∣∣σai = vi, j S
∣∣

|S| .Entropy
(
y, σai = vi, j S

)
(1)

where:

Entropy(y, S) =
∑

C j∈dom(y)

−
∣∣σy = C j S

∣∣
|S| . log2

∣∣σy = C j S
∣∣

|S| (2)

Consequently, the Gini index works on the impurity-based approach and the node
which has minimum impurity will be chosen as the splitting node. The formula to
calculate the GINI index of the node is shown (3):

Gini(y, S) = 1 −
∑

C j∈dom(y)

(∣∣σy = C j S
∣∣

|S|

)2

(3)

Here, in this paper the splitting is based on information gain where the decision
tree is constructed on the historical geographical data of Kashmir Province.

1.2 Random Forest (RF)

Random forest is a collection of multiple random decision trees and it’s much
less sensitive to the training data as compared to decision trees. This first step to
build random forest is to build new datasets from our original data. The process of
creating new datasets from the original dataset is called bootstrapping. The general-
ized approach and working of random forest are shown (Fig. 1) where the original
dataset is splitted into 3 decision trees, each having different set of features [16, 17].

The prediction in case of random forest depends in the majority hard voting
approach where each individual subtree predictions are analyzed and the resul-
tant output prediction will be the first output of the random forest. This process
of combining results from multiple models is called aggregation. So, in random
forest we first perform bootstrapping and then aggregation in combination and this
process is called bagging [18].

In random forest classifier two random processes are used namely: bootstrap-
ping and random feature selection. The motivation behind bootstrapping and feature



622 S. A. Fayaz et al.

Fig. 1 Random forest model

selection is that the same data has not been used for every tree. By this the model
becomes less sensitive to the original training data. The random forest selection helps
to reduce correlation between the trees [19, 20].

1.3 Distributed Decision Tree (DDT)

Distributed decision tree is a supervised classification algorithm where the original
dataset is divided into multiple subset datasets based on the particular attribute. The
working of distributed decision tree is same as random forest where bootstrapping
and aggregation processes takes place [6, 21]. In Distributed decision tree approach
the bootstrapping is done based on the same set of attributes. i.e., if the original dataset
contains 5 attributes, then the resultant subsets contain the same set of attributes for
the operation. The generalized and graphical approach and working of Distributed
Decision tree is shown (Fig. 2) where the original dataset is splitted into 3 decision
trees, each having same set of features [22, 23].

Suppose if there are 1000 entries present in the original dataset and the data is
splitted into 5 partitions i.e., 5 decision trees will be created and if the target attribute
is binary classified [0,1] and every decision tree either predicts 0 or 1. Then the final
output will be the majority count of 0 or 1 from all the sub trees.
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Fig. 2 Distributed decision tree model

2 State of Knowledge

In this study our main focus will be on previous research based on some traditional
and ensemble machine learning approaches which are used in the rainfall prediction.
These approaches include decision trees (DT), random forests (RF) and distributed
decision trees (DDT) [24].

Based on the historical data obtained from Tamil Nadu government of Tamil
Nadu region in India, including 7 attributes used in prediction, Aswini et al. [25]
proposed a statistical technique to predict the rainfall. The algorithms used in the
implementation were Naïve Bayes, KNN, Decision Trees, Fuzzy Logic and Neural
Network. The experimental results showed that the Decision trees and KNN are
performing better results in terms of accuracy. Hemalatha [26] implements decision
tree technique using C4.5 and Iterative Dicotomizer 3 (ID3) algorithm on 20–30
instances of previous data and Petre [27] implements Decision tree technique using
CART algorithm on 48 instances of data available from 2002 2005 and Ji et al. [28]
implements Decision tree technique using C4.5, CART algorithms on previous data
available consisting of 26,280 instances. It was observed that the Decision tree in
individual performsbetter accuracyof 93–99%when comparedwith other algorithms
[29, 30].

A distributed representation was proposed by Irsoy et al. [31] in which multiple
paths are combined that can be crossed at the same time using multiple layer percep-
tron. In this study distributed decision trees and budding trees were compared and
the results depict that in classification and regression techniques distributed decision
trees perform much better than in case of budding trees. This study also concludes
with that, the distributed trees can be considered as alternative layers of perceptron’s
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for deep learning by implementing the hierarchical distributed representation of the
input at the various levels.

Based on the accuracies and the algorithms used (DT & Random forests), the
comparative performances on the meteorological data are summarized in Table 1.

3 Data Collection and Analysis

In this paper the data used is of Kashmir region of India and has been collected
from the Indian Meteorological department Pune. There are 9 parameters present in
the dataset including humidity at 12 AM (humid12) and 3 PM (humid3), Maximum
Temperature (tmax),MinimumTemperature (tmin), Station ID (station_id), date (dt),
month (mnth), year and the rainfall (rfall) as the target parameter. These parameters
are present in two comma separated files which consists of around 12,000 instances
of humidity values measured at two-time intervals every day at 12 AM and 3 PM
and 6000 instances of rest of the above defined parameters every day. This data was
collected from the year 2012–2017 for all the three stations.

The two files are then integrated into a single filewhere all themissing valueswere
removed and all the inconsistencies were resolved and cleaned. The below snapshot
(Table 2) shows the integrated file in which all the necessary attributes are merged
for all the three stations of the Kashmir province [37, 38].

Thus the same continuous dataset has been discretized [1] using GINI index and
was used for the implementation purposes. The snapshot of the final labeled data is
shown (Table 3).

4 Methodology

In this study, we present how themodel is implemented on the historical geographical
data using three traditional and ensemble approaches which includes Decision tree
(DT), Distributed Decision tree (DDT) and Random Forest (RF). In these algorithms
the datasets has been divided into (70–30) % training and test set respectively. This
splitting of the data was implemented in python using sklearn split model as shown
in below code snippet Fig. 3:

Since, in this study we have used three different approaches to check the accuracy
on the same set of data and each approach follows the same methodology which is
defined below.
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Table 2 Integrated data

Station_id Year Mnth Dt Tmax Tmin Rfall Humid3 Humid12

42026 2012 2 5 5.5 −8 0 100 100

42026 2013 2 8 5.4 −7.6 0 80 100

42027 2012 6 4 4.2 −8.1 0.6 96 90

42044 2014 5 7 6.5 −4.3 1.2 86 95

42024 2014 6 7 5.3 −6.5 1.8 97 100

42026 2012 5 6 5.7 −8.2 1.02 88 97

42026 2013 4 3 4.5 −4.6 0.8 75 100

42026 2014 6 7 5.8 −7.4 0.8 77 86

42027 2017 6 8 1.6 −4.5 2.6 94 98

42027 2013 6 8 0.3 −6.5 1.65 95 93

42024 2014 6 7 5.3 −6.5 1.8 97 100

42026 2014 6 7 5.8 −7.4 0.8 77 86

42026 2012 2 5 5.5 −8 0 100 100

42027 2012 6 4 4.2 −8.1 0.6 96 90

42026 2013 5 4 3.2 −2.5 0 65 86

Table 3 Processed and labeled data

Season Tmax Tmin Humid3 Humid12 Rfall

Summer H2 L1 U2 T2 N

Summer H2 L2 U1 T2 N

Winter H1 L2 U1 T1 Y

Autumn H2 L1 U1 T2 Y

Spring H1 L2 U2 T1 N

Autumn H1 L2 U2 T1 Y

Summer H2 L2 U1 T2 Y

Winter H1 L1 U1 T1 N

Winter H2 L1 U2 T2 Y

Spring H2 L2 U2 T2 Y

Autumn H1 L1 U2 T1 N

Summer H2 L2 U2 T2 Y

Summer H1 L2 U1 T1 N

Autumn H2 L1 U2 T2 Y

Winter H1 L2 U1 T1 N
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Fig. 3 Train test split model

4.1 Methodology: Workflow Process

All the classifiers are set on the particular training dataset and test sets. The result
obtained from the training set will be tested on the test dataset and the performance
will be analyzed. The flow process is shown (Fig. 4) in which the partitioning of the
data takes place into test and training data. An iterative Dicotomizer ID3 algorithm
has been used in this study. This is the supervised classification approach in which
the preprocessed dataset will be classified based on the parameters/attributes to check
the overall performance of the prediction [39].

This method involves the analytical and theoretical implementation of the various
splitting thresholds which include information gain, entropy and GINI coefficients.
Varying decisions and PMML rules will be generated and based on these generated
rules we can predict the future weather for various regions.

This flow process (Fig. 4) is the base for all the three approaches i.e. for Decision
tree, Random forests and Distributed Decision Tree in which the data is divided into
training and test ratio. In case of Random Forest (RF) and Distributed Decision Tree

Fig. 4 Workflow process
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(DDT), amechanism is used called as “Hold the strategy”mechanism inwhich a hard
voting approach is used to calculate the overall accuracy of the model [40, 41, 42].

5 Implementation and Experimental Evaluation

In this paper, an Iterative Dicotomizer algorithm (ID3) was implemented in the
construction of decision tree. The implementation was carried out on the historical
geographical data of Kashmir province. The dataset was divided into 70% as training
and 30% as testing ratio. We have used the information gain for the splitting criteria
and the splitting node has been chosen which has maximum information gain. Also
in construction of Distributed Decision tree the dataset was divided into 3 subsets
based on the station Id. After the subdivision of the dataset the same approach of
ID3 has been carried out.

Furthermore, after the implementation process, the accuracy measure was calcu-
lated and the overall performance of the original decision tree was calculated and
PMML rules were also generated in the decision tree implementation. Since, after the
implementation of distributed decision trees and random forests using same approach
was performed with the hard voting strategy in which the majority of the predicted
values from the individual decision trees have been implemented and it has been
taken as the final prediction value.

6 Voting Strategy

A Voting Classifier is basically a Machine Learning (ML) model that trains on an
ensemble of numerous models and predicts the overall output based on their majority
values given by the individual models. It is a wrapper for set of different ones that
are trained and valuated in parallel in order to exploit the different individualities
of each algorithm. We can train data using different set or same set of algorithms
and ensemble them to predict the final output. According to the hard voting strategy
the final output is based on the majority value predicted by the individual models
[36, 43].

The code snippet shown below implemented in java defines the hard voting
concept where the subsets of the original data are provided as the inputs to the
classifier. The count variable is used as a container which counts the highest number
of votes based on the different string values and accordingly the databases values are
updated.
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The output of the above code implemented in which we combine three classifiers
that classify a training sample as Y or N is shown (Table 4).

Here rf field is the outcome of hard voting strategy which checks the values
from field d26, d27, d44 and outputs the majority value and crfall field denotes the
original prediction what it was actually. In this study we have implemented hard
voting strategy in Random Forest and Distributed decision tree to check the overall
accuracy based on the same set of data.

Table 4 Hard voting strategy output

R_No. Season Ctmax Ctmin Chumid12 Chumid3 Crfall D26 D27 D44 rf

1 Spring H1 L1 T2 U1 Y N N Y N

2 Winter H2 L2 T1 U1 Y Y N Y Y

3 Autumn H2 L2 T1 U1 Y Y N Y Y

4 Spring H1 L2 T1 U2 Y Y Y Y Y

5 summer H2 L2 T2 U1 Y N N Y N

6 winter H1 L2 T2 U1 Y Y N Y Y

7 Spring H2 L2 T1 U1 Y Y N Y Y

8 summer H2 L1 T2 U1 Y Y N N N
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7 Performance Evaluation

In this study, the researchers employed state-of-the-art technologies on geograph-
ical dataset with the prime purpose was to check the algorithm with the best overall
performance and accuracy. After multiple partitioning of the data based on the station
id’s (zones of the Kashmir province), hard voting technique was implemented and
it was observed that there was no substantial improvement in prediction accuracy
in predicting the class labels when distributed decision tree was taken into consid-
eration. Furthermore, after checking the accuracy measure of the random forest it
was observed that there is some improvement in the performance as compared to
Distributed decision tree but the accuracy measure still remains below the accuracy
measure of the original decision tree.

Table 5 shows a snapshot of results which includes accuracy, precision, recall
values and many other calculations. The overall accuracy of the original tree is
81.70% in predicting the outcome class and approximately same accuracy is shown
by 2 zones (zone 42027, 42044). The accuracy of zone 42026 is 70.29%which results
in the overall degradation of the performance in case of Distributed decision tree
and Random Forest. Moreover, after implementing the distributed decision tree and
random forest the accuracy is 78.46% and 81.41% respectively and it was observed
that the decision tree and random forest shows better results and performance as
compared to Distributed Decision tree technique.

Table 5 Prediction performance of original decision tree, different zones, distributed decision tree
and random forest

Classifier
(ID3)

Original
Tree

Zone 42026 Zone 42027 Zone 42044 Distributed
Decision
Tree (DDT)

Random
Forest (RF)

Test 1786
(30%)

579 (30%) 612 (30%) 597 (30%) 1786 (30%) 1786 (30%)

Training 4165
(70%)

1347 (70%) 1424 (70%) 1392 (70%) 4165 (70%) 4165 (70%)

Correctly
Classified

1459 407 497 485 1401 1441

Wrong
Classified

327 172 115 112 385 345

Accuracy 81.70% 70.29% 81.20% 81.23% 78.46% 81.41%

Error 18.30% 29.70% 18.79% 18.76% 21.54% 18.59%

Cohen
Kappa

0.502 0.343 0.436 0.494 0.461 0.494

Precision 79.00% 79.80% 70.10% 82.10% – 82.42%

Recall 94.60% 94.10% 95.80% 94.00% – 94.32%

F-measure 88.00% 80.30% 88.40% 87.50% – 87.96%

Specificity 94.60% 94.10% 95.80% 94.00% – 78.18%
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The columnar (Fig. 5) and graphical (Fig. 6) representation of geographical data
of Kashmir province is shown above, which helps in easy visualization of the results
performed. Othermethods are also very efficientmethod but they need a large portion
of training data to train in order to predict very small portion of test data.
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Fig. 5 Columnar graph: defines the accuracy statistics of each algorithm
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Fig. 6 Line graph: defines the accuracy statistics of each algorithm
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8 Conclusion

In this studywe have implemented three different techniques includingDT, DDT and
RF on the historical geographical data of Kashmir province. All the three implemen-
tations are systematically analyzed and are compared for the prediction of rainfall.
The final result depicts that the Decision tree and Random Forest shows better accu-
racy and other measures like precision, recall etc. Table 5 shows the snapshot of
results obtained which includes accuracy, precision, recall and many other calcula-
tions. The overall accuracies produced by Distributed Decision tree, Random Forest
and Decision tree are 78.46%, 81.41% and 81.70% respectively. By this we can
conclude that Distributed Decision tree doesn’t show any substantial improvement
in predicting the class labels whereas, DT and RF shows head-to-head accuracy and
prediction and thus can be considered as the promising techniques for the prediction
of rainfall in temperate zones like Kashmir province.
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Novel User Association Scheme Deployed
for the Downlink NOMA Systems

Sunkaraboina Sreenu and Kalpana Naidu

Abstract Non-orthogonalmultiple access (NOMA) is perceived as a crucialmethod-
ology used in 5G cellular networks on account of its enhanced spectrum efficiency
and the ability to serve multi-users simultaneously. This paper proposes an unprece-
dented user pairing algorithm to improve the system’s sum rate, by ensuring the
significant channel gain difference even in between user pairs having low chan-
nel gains. To achieve this, the proposed algorithm first divides the users into two
equal number of user groups according to their channel conditions. Then, these
two groups are portioned into subgroups based on each user index (even and odd
users). Finally, the pairing technique is performed between subgroups. Later, the
‘fragmented power allotment method’ distributes the power among users on each
sub-channel with closed-form solutions. As a consequence of achieving these, sim-
ulation results validate that the proposed user pairing algorithm strengthens the data
rate of the system when compared to orthogonal multiple access (OMA) and the
conventional user pairing algorithms.

Keywords Sum rate · NOMA · User pair · Power allotment

1 Introduction

The rapid proliferation of Internet of Things (IoT) data transmissions and the
widespread use of intelligent terminals have raised the demands for future cellular
systems [1]. Thus, the fifth-generation (5G) networks endeavor to increase system
capacity so as to satisfy the emerging modern market requirements [2, 3]. However,
the traditional multiple access approaches struggle to meet the current demand in the
presence of highly scarce spectrum resources. Consequently, in 5G, a new form of
multiple access mode is introduced, i.e., non-orthogonal multiple access (NOMA)
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[4–7]. Additionally, NOMA tremendously proliferates system throughput and also
supports many users simultaneously.

In conventional orthogonal multiple access (OMA) [8–19], only one user is
assigned with single radio resource block (RB), with each RB accommodating time
slots and/or frequency segments. This, in turn, may lead to the scarcity of resources
(i.e., time slots and frequency bands) for some OMA users. To surmount this dif-
ficulty, NOMA offers a power domain that can assign a single RB to several users
[20, 21]. Moreover, NOMA maintains user fairness by giving more powers to users
with lower channel gains and also by providing smaller powers to users who retain
higher channel gains [22].

Besides, in the downlink scenario, the transmitter superposes all user signals in a
single waveform through superposition coding (SC). As a result, every user performs
the successive interference cancellation (SIC) in order to interpret the respective
user’s signal correctly. Nevertheless, the superposition of all the users’ information in
the single RBmay lead to error propagation and decoding latency [23]. Accordingly,
to circumvent this limitation, it is required to limit the multiplexed users on the single
RB. This, in turn, can be done by user pairing. Therefore, systematic user pairing
and power allotment methods play a crucial role in reducing inter-user interference
and improving system capacity.

In the recent literature, various user pairing techniques for NOMA systems have
been presented. The first and straightforward user pairing approach is random pairing
(RP) [24], in which BS selects users at random to form pairs. Despite its simplicity,
this method does not perform well since it ignores the user’s channel conditions.
Analogously, the influence of user pairing is described in [25] on the performance of
NOMA systems. In [25], the authors suggested two user pairing methods: conven-
tional user pairing NOMA (C-NOMA) with invariant power distribution and cogni-
tive radio-pertained NOMA. Additionally, [26, 27] deals with the uniform channel
gain gap among paired users to overcome user pairing issues in the traditional near–
far user pairing algorithm. Furthermore, while studying imperfect SIC, the proposed
pairing approach in [26, 27] increases overall system capacity. Likewise, [28] pro-
vides the user grouping problem with a sub-optimal solution in a multi-user NOMA.

Analogously, [29] reduces the probability of outage. But, when the number of
users increases in [29], SIC Performance will be reduced. However, this drawback is
circumvented (or SIC performance is enhanced) by proposing a novel user pairing
scheme in this article by considering the significant channel gain gap between user
pairs.

Additionally, [30] presents the method of partitioning of user pairs, that have
larger channel gain difference (or D-NLUPA of [30]), so as to ensure minimal sum
capacity for each pair. Even though the division (of user pairs) is practiced in [30],
user pairs having smaller channel gain gaps still do not profit to the greatest extent
possible from being wholly shielded from the zero channel gain gap. Nevertheless, to
get over the issues in the prevailing implementations, this article presents a novel user
pairing approach to enhance the system sum rate further. Also, the intendedmethod in
this article augments the performance of user pairs, even though they have a smaller
channel gain gap. Besides, the proposed method presumes that users are distributed
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uniformly across the cell, thereby allowing equal preference to stronger channel
gain users as well as weaker gain users. In particular, the objective of the proposed
method is to pair all users by using the user’s index grouping, which helps to prevent
the deterioration of the performance of low channel gain gap pairs. To accomplish
this, the cell users are split into subgroups. Thereafter, user pairs are coupled, one
from each of the subgroups (odd indexed users subgroup and even indexed users
subgroup). It is done to preserve the channel gain difference between pairs of weak
users as high as possible. Thus, compared to the aforementioned prior contributions,
the uniqueness of the proposed user pairing is that all users (irrespective of channel
gains of the users) benefit from the significant channel gain gap introduced by the
proposed algorithm. Consequently, the SIC performance of all NOMA pairs will be
enhanced. Finally, it is demonstrated that in comparison with traditional pairing and
D-NLUPA schemes, the proposed user pairing technique is more efficient.

The remaining article is structured accordingly: The downlink NOMA system
model is introduced in Sect. 2. Section 3 discusses the proposed user pairing and
power allocation algorithms. Section 4 displays the results of the simulations. Ulti-
mately, in Sect. 5, the article is concluded.

2 The System Model

Assume that the downlink NOMA system presented in Fig. 1. Here, the base station
(BS) radiates signals to K users who are randomly deployed within the cell’s radius
(=R ) over S sub-channels. Further, the bandwidth available at BS is B, and each
sub-channel bandwidth is Bs = B

S . Moreover, the overall power available at BS is Pt .
However, it is supposed that BS has complete channel state information (CSI) for

all sub-channels (through feedback mechanism). Subsequently, the transmitted sym-
bol on sub-channel ‘s’ is achieved by the sum of each user’s symbols. Consequently,
the transmitted symbol is given as

xs =
Ks∑

i=1

√
pi,s xi,s (1)

where pi,s denotes assigned power for the i th user on ‘s’ sub-channel. Additionally,
xi,s represents the i th user’s information on sub-channel ‘s’. Besides, xi,s follows

E
[∣∣xi,s

∣∣2
]

= 1. Moreover, Ks is the number of multiplexing users on every sub-

channel. Along with these, if the total power sent across all sub-channels is the same,
then it follows

Ks∑

i=1

pi,s = Ps (2)
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Fig. 1 Downlink NOMA system model

and
S∑

s=1

Ps = Pt (3)

Anyway, zth user received signal is represented with

yz,s = hz,s xs + nz,s (4)

⇒ yz,s = √
pz,shz,s xz︸ ︷︷ ︸

intended signal

+
Ks∑

i=1,i �=z

√
pi,shi,s xi

︸ ︷︷ ︸
Inter-user interference

+ nz,s︸︷︷︸
noise

(5)

In (5), hz,s is channel gain from BS to zth user on sub-channel ‘s’. In addition, nz,s
is the Gaussian noise along with interference from other cells. Also, the noise power
spectral density of nz,s is represented with No, which is assumed to be constant over
all sub-channels. Further, without loss of generality, presume that users allotted with
the same sub-channel are sorted according to channel gains as h1,s ≥ h2,s ≥ h3,s ≥
· · · ≥ hKs ,s .

Meanwhile, the basic principle of NOMA is assigning greater power to the lowest
channel gain user (weak user) and lower power to the highest channel gain user
(strong user) [31]. Thus, each user’s power allocation is purely dependent on CSI.
That is, considering two users operating on the ‘s’ sub-channel and h1,s ≥ h2,s ; then,
BS will allot the transmission powers as p1,s ≤ p2,s . Because many users have been
assigned to the same sub-channel, the SIC mechanism can isolate the multiplexed
signal at each user as follows: a) The weak user decodes its signal from the received



Novel User Association Scheme Deployed … 641

signal by considering the robust user signal as noise. b) Additionally, the vigorous
user conducts SIC, in which weak user signal is decoded first and then deducts it
from the entire received signal to get its specific signal [32].

As a result of using SIC, the achievable throughput of kth user on the sub-channel
‘s’ is obtained as

Rk,s = Bs log2

⎛

⎜⎜⎜⎝1 + pk,s |hk,s |2
k−1∑
i=1

pi,s |hk,s |2 + NoBs

⎞

⎟⎟⎟⎠ (6)

Consequently, the NOMA system’s sum rate is achieved by summing the respec-
tive user rates, and it is given by

Rsum =
S∑

s=1

Ks∑

k=1

Rk,s (7)

On the other hand, the OMA user rate is determined by

ROMA
k = 1

K
Blog2

(
1 + Pt |hk |

NoB

2)
(8)

where the factor 1
K is because of the multiplexing degradation in the conventional

OMA. Equivalently, from (8), the data rate of the OMA system is ascertained as

ROMA
sum =

K∑

k=1

ROMA
k (9)

3 Proposed Methods for User Pairing and Power Allotment

The intended method follows two strategic processes: (a) Initially, user pairing is
accomplished such that even the user having the lower channel gain gets its required
capacity. (b) After that, powers are apportioned to the resolved user pairs essentially
to enhance the total rate of the system specified in (7). These two techniques are
detailed hereinafter.
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3.1 Proposed User Pairing Algorithm

In the conventional user pairing technique, user pairs are formed by coupling weak
users and strong users to maintain the highest channel gain disparity between paired
users. But, cell mid-user pairs have significantly less channel gain difference because
of this pairing, leading to severe interference at the receiver. Conversely, to ensure a
minimum channel gain difference for low channel gain user pairs, the dividing step
is introduced in D-NLUPA. However, in a massive users scenario (where channel
gains are slightly similar), low channel gain users do not benefit fully even though
they employed the division step before pairing. So as to increase the performance of
low channel gain gap user pairs and the overall sum throughput of the system, users
are formed into subgroups based on each users’ index (even and odd) in the proposed
algorithm. The basic concept of the proposed user pairing procedure is as follows:

In the first step, all users are indexed based on the decreasing order of their
channel conditions. Then next, indexed users are divided into two equal number of
user groups: strong (high channel gain) users group (U1;U2; · · · ;UK

2
) and weak

(low channel gain) users group (UK
2 +1;UK

2 +2; · · · ;UK ). This division is performed
to preserve the particular gap among the user’s channel gains in a pair. After that,
each group in the above step is partitioned into two subgroups: odd and even indexed
strong user subgroups and similarly odd and even indexed weak user subgroups.
Next, two distinct sets are developed. Out of these two sets, one set consists of a
combination of odd indexed strong users and even indexed weak users subgroups.
Similarly, another set contains remaining even and odd indexed user subgroups.
Finally, the pairing method is performed on each set whereby the first best channel
gain user of every subgroup paired with the foremost best channel gain user of the
other subgroup, then the next-best channel user of every subgroup paired with the
next-best channel user of another subgroup, and this pairing is repeated till the end.

To make the understanding easier, Fig. 2 displays the process of our proposed
user pairing approach with 16 users randomly located with uniform distribution in
the cell. The user organization in each group is not regular, as shown in Fig. 2. As
previously stated, the 16 sorted users are divided into two groups first, and then, these
two groups are separated into four subgroups depending on the user’s index. Each
subgroup is made up of four users. Then, the odd indexed strong users subgroup
establishes a set with even indexed weak users subgroup and even indexed strong
users subgroup forms a set with odd indexed weak users subgroup. Finally, the
pairing is implemented within each set. Algorithm 1 describes the proposed user
pairing algorithm in further depth.
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Fig. 2 Proposed user pairing scheme
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Algorithm 1: Proposed user pairing scheme
Input: Users’ distribution in the cell
Output: Collection of user pairs generated by odd and even indexed users subgroups

1 : Initialization.
2 : Sort all K users according to their channel gains in descending order.
3 : K users division into two groups.
4 : Each group forms the odd index users and even index users subgroups.
5 : For users of odd index strong users group and even index weak users group

6 : Pair 1 :
(
U1;U K

2 +2

)

7 : Pair 2 :
(
U3;U K

2 +4

)

8
.
.
.

9
.
.
.

10 : Pair K
4 :

(
U K

2 −1;U K
2 +

(
K
2 −1

)
+1

)

11 : For users of even index strong users group and odd index weak users group

12 : Pair K
4 + 1 :

(
U2;U K

2 +1

)

13 : Pair K
4 + 2 :

(
U4;U K

2 +3

)

14
.
.
.

15
.
.
.

16 : Pair K
2 :

(
U K

2
;U K

2 +
(
K
2 −1

)
)

3.2 Power Allotment Method

After carrying out the user pairing, the fragmented power allotment (FPA) method
proposed in [33] is exercised to assign powers for paired users on every sub-channel.
FPA is used here because of the following reasons :

(i) FPA is a widely used low-complex method to enhance the sum throughput of
the system.

(ii) Also, the FPA method is identical to long-term evolution (LTE) uplink power
control [34, 35].

Thus, in this scheme, the power per sub-channel is allocated to its paired users
based on users’ channel conditions, and each paired user power on the sub-channel
‘s’ can be represented by [33],

ps,i = Ps ×
(∣∣hs,i

∣∣2
)−ξ

(∣∣hs,i
∣∣2

)−ξ +
(∣∣hs, j

∣∣2
)−ξ

(10)
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Ps is ‘s’ sub-channel assigned power, and ξ is the power distribution decay factor,
which lies in between 0 and 1. If ξ = 0, each user gets identical power in the user
pair. Moreover, by increasing ξ , the weak users obtain more power, and ξ remains
constant throughout all sub-channels and is assessed using computer simulations.
Besides, the value of ξ is set to 0.4 during the simulation to attain the maximum sum
rate and maintain weak user fairness.

4 Simulation Results

Simulations are conducted in MATLAB. Besides, the effectiveness of the proposed
user pairing approach is studied in this section. A single-cell downlink NOMA
scheme is taken in the simulations, with K users distributed at random. Further,
it is assumed that the BS is situated at the middle of the cell, which has perfect
CSI information. Moreover, Each sub-channel is multiplexed with only two users,
so as to minimize the receiver complexity. Although the proposed user pairing algo-
rithm works for all scenarios, one specific example is elucidated below to make the
functioning of the intended user pairing technique apparent.

Here, in the considered scenario, 12 users are deployed in the cell. For simplicity,
presume that channel gains of users are Hi = [4, 49, 93, 53, 75, 3, 1, 69, 59, 7, 89, 24]
dB, here Hi = |hi |2

No
, ∀i ∈ K and transmit power is 30 dBm. According to the Algo-

rithm 1, users are indexed based on descending order of their channel conditions
i.e., [93, 89, 75, 69, 59, 53, 49, 24, 7, 4, 3, 1] dB. Then, indexed users are separated
into two groups: strong user group (U1;U2;U3;U4;U5;U6) and weak user group
(U7;U8;U9;U10;U11;U12). After that, two subgroups are formed from each group
in the above step based on user index,which are g1 = (U1;U3;U5), g2= (U2;U4;U6),
g3 = (U7;U9;U11) and g4 = (U8;U10;U12). Next, user coupling is performed
between subgroups g1 and g4, g2 and g3 to form user pairs; as a result, user pairs
are (U1;U8), (U3;U10), (U5;U12), (U2;U7), (U4;U9), and (U6;U11). Finally, the
total system rate is obtained by using equation (7). In this case, the sum rates of the
proposed method, existing D-NLUPA, prevalent C-NOMA, and prevailing OMA
schemes respectively are 5.5751, 5.5618, 5.5178, and 4.6331 bps. Hence, the pro-
posed system sum rate is better than the existing user pairing schemes and the preva-
lent OMA. In addition, the performance of each NOMA pair with a small channel
gain difference has increased.

For convenience, the BS evenly allocates the total transmission power among
sub-channels. Then, a sub-channel power is distributed between their paired users
using the FPA algorithm. We carried out 10000-channel accomplishments in our
evaluations. The necessary simulation specifications are presented in Table1.

Figure3 shows the comparison between the sum rate and total power available at
the BS for K = 20 users. Accordingly, it is comprehensible from Fig. 3 that the sum
rate rises as the transmission power varies. The influence of the different number of
users on the sum rate of the system is studied in Fig. 4. Besides, the transmission
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Table 1 Parameters chosen for simulations

Parameter name Value

No. of users (K ) 20

No. of sub-channels (S) 10

Cell radius (R) 500 m

Transmission power (Pt ) 30 dBm

System bandwidth (B) 5 MHz

Channel model Rayleigh fading channel

Noise power density (No) −174 dBm/Hz

Path loss exponent (υ) 4

FPA decay factor (ξ) 0.4

Fig. 3 Comparison of system’s total rate with BS transmission power

power is fixed at 30 dBm in Fig. 4. Further, it is shown that the sum rate of the system
improves with the increase in the number of users. Therefore, Figs. 3 and 4 exhibit
that the performance of the presented method is superior to the existing algorithms
C-NOMA, D-NLUPA, and conventional OMA.

It is substantiated here that the proposed user pairingNOMAsystem performs bet-
ter than the existing pairing techniques. Hence, Table2 reveals the sum rate improve-
ment of the propounded approach over the other algorithms and OMA systems for
various number of users and Pt = 20 dBm.
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Fig. 4 Comparison of system’s total rate with different number of users per cell at Pt = 30 dBm

Table 2 Comparison of the proposed algorithm with existing methods in terms of sum rate for
various number of users and Pt = 20 dBm

Algorithm Overall system sum rate (Mbps)

At K = 20 users At K = 40 users At K = 60 users

OMA 54.15 54.18 54.21

C-NOMA 69.36 69.51 69.58

D-NLUPA 71.23 71.60 71.74

Proposed method 71.69 72.18 72.35

Figure5 depicts the sum rate per user pair versus the index of the user pairing.
Here, in Fig. 5, sum data rates are ordered in ascending order. It is noticed here
that 50% of the user pairs gain from greater data rates in comparison with the C-
NOMA method, while others are benefited from the minimum required data rates.
The D-NLUPA system also yields the same outcomes. However, as compared to the
D-NLUPA, 25% of the proposed scheme pairs in each set (of smaller channel gain
gap pairs) benefit from the higher data rates. As a result, near-zero performance was
avoided for smaller gain difference users in the proposed method, and also sum rate
of the system is improved in the proposed method.
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Fig. 5 Comparison of system’s sum rate per pair with index of the pair

5 Conclusion

In this article, user pairing for the downlink NOMA is essentially inferred from
the channel gain variations of the user pairs. Correspondingly, a novel user pairing
approach is proposed according to the user’s index grouping, intending to increase
the system’s sum rate. Later on, the FPA technique is used to assign the powers for
paired users on each sub-channel. As a result, the proposed technique guarantees
significant data rates (or sum rates) even for user pairs having small channel gain
gap. Therefore, thismethod consistently avoids the deterioration in systemcapacities.
Moreover, the simulation results revealed that the user pairing system presented is
more efficient with regard to the system’s sum rate than D-NLUPA, C-NOMA, and
OMA methods.
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Analyzing the Performance of a Digital
Shadow for a Mixed-Model Stochastic
System

Philane Tshabalala and Rangith B. Kuriakose

Abstract The industry 4.0 era has brought about many trend breaking strategies
in the manufacturing structure. These new approaches have resulted in ensuring the
production process being more autonomous and efficient. Digital transformation is
one such strategy introduced to improve product efficiency in the manufacturing
industry. Digital twins and digital shadows are the two popular tools used for imple-
menting digital transformation. This article discusses the design of a Digital Shadow
created using MATLAB/Simulink for analyzing the performance and operation of a
Mixed-model stochastic system. The research uses the case study of a water bottling
plant capable of producing multiple variants of water bottles. The article describes
how the digital shadow of the plant is able to simulate a specific input to determine
possible bottlenecks, use of raw materials and the production efficiency.

Keywords Industry 4.0 · Assembly line balancing · Digital shadow ·
Mixed-model stochastic assembly lines

1 Introduction

The Fourth Industrial Revolution (also known as Industry 4.0) has brought about
major changes in themanufacturing industry [1]. These changes are made to improve
productivity and product efficiency [2]. One noticeable change is the shift from tradi-
tional mass production to customized production [3], as the current market demands
faster deliveries and personalized products [4]. The manufacturing firms that are
capable of responding to market fluctuations and customer demand in a short period
of time have the advantage of staying competitive in the global market [5].

The two universal operational modes used in themanufacturing industry to satisfy
the current market are Make-to-Stock (MTS) and Make-to-Order (MTO) [5]. The
MTS systems are used for large, stable and continuous orders [6], as they produce
products in volume and stock them as a supply of finished goods [7]. However,
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customization is limited in the MTS systems, as their focus is on future customer
demands. UnlikeMTS, in theMTO systems the production orders are not predictable
and production only starts after the customer’s order is placed and received [8].

The MTO systems are stochastic in nature [3], as they need to provide product
variety. Product variety is achieved through the introduction of Multi/Mixed Model
Assembly Lines (MMALs), used with stochastic task times [9], hence the focus of
this research is on Mixed-Model Stochastic (MMS) assembly lines. Line balancing
is one of the main problems in these type of assembly lines [10] and the reduction of
bottlenecks in production is one of the main objectives of assembly line balancing
[3].

Digital shadows are a great tool for predicting possible bottlenecks and reduction
of cycle-time, as their ability to link the physical and virtual product [11] enables
them to run tests and simulations in order to improve product efficiency, flexibility,
reduce maintenance and reduce time to market [12]. Cycle-time is the amount of
time it takes a single workstation to complete all the tasks assigned to it before the
product can move on to the next workstation [13].

This article analyzes the operation and performance of a digital shadow in aMTO
water bottling plant and shows howadigital shadow is a possible solution in reduction
of cycle-time in the manufacturing setup. The article is divided into four sections.
Section 2 discusses assembly lines, line balancing, digital shadow definitions and
the water bottling plant case study. Section 3 details the methodology for designing
a digital shadow. Section 4 discusses the results and analysis of the digital shadow
created.

2 Background

2.1 Assembly Lines

An assembly line is one of the most valuable components in the manufacturing setup
[10]. An assembly line can be defined as a production linewithmultiplework stations
where products flow from the first station to the last station and a number of tasks
are assigned to each of these stations [14]. The purpose of assembly lines is to assign
these tasks to the operators in each station in order to enhance production [15].

Assembly lines are broadly divided into three categories [14], Single-model
assembly lines, Multi/Mixed-model assembly lines [16]. Single model assembly
lines are those assembly lines whereby only a single product is produced at a time
[17].Multi-model assembly lines are designed to producemultiple products in single
variants [18]. Mixed-model assembly lines produce a variety of products at the same
time [3]. The competitiveness of the current market makes it a necessity for manufac-
turing firms to switch to mixed-model assembly lines in order to meet the customer
demand [19].
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Fig. 1 Classification of assembly line balancing literature [21]

2.2 Assembly Line Balancing

Line balancing is defined as the leveling of the tasks in each workstation, assigning
these tasks to the operators in such a way that they all have the same number of
tasks [17]. The decision making of assigning these tasks is referred to as Assembly
Line Balancing (ALB) [20]. The classification of ALB is shown in Fig. 1 [21]. The
single model assembly lines and multi/mixed model are divided into deterministic
and stochastic processes [21].

The time taken by each workstation to complete the task assigned to it is referred
to as the Task/Processing time [3]. Task times can either be deterministic or stochastic
depending on the goal of an assembly line.Deterministic task times refers to assembly
lines whereby the inputs are predetermined and stochastic task times are assembly
lines whereby the inputs are not predictable [3].

This research and the results focus on a Mixed Model Assembly Line with
stochastic task times. This is affected by using the case study of a water bottling
plant. Clients place customized orders, pertaining to their requirement through a
cloud server. The orders get processed by an optimization model according to the
customer requirements and time of delivery. A 3-dimensional model of the plant is
shown in Fig. 2.

As depicted in Fig. 2, the plant is subdivided into three sections. Section A depicts
the water filling unit, Section B, the capping unit and Section C is the packaging unit.
Three Smart Manufacturing Units (SMUs) driven by PLCs are used to complete this
process in the physical plant. The water bottling plant can bottle, cap and store two
variants (the 300 ml and the 500 ml bottles) of bottled water. The function and
execution of each SMU is detailed in Table 1.
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Fig. 2 3D model of the water bottling plant

Table 1 SMU function and
execution in water bottling
plant

SMU Function Execution

SMU 1 Filling water Siemens S7 PLC

SMU 2 Capping Kuka Robot

SMU 3 Packaging Festo Gripper

3 Aim and Methodology

The aim of this article is to design a Digital Shadow (DS) to analyze the performance
and the operation of the water bottling plant. A digital shadow is a model in which
the flow of data is one way, from the physical product to the virtual product and any
change in the state of a physical product will automatically result to a change in the
state of a virtual product but not vice versa [22].

The direction of data flow (between the physical product and the virtual product)
is what distinguishes a digital shadow from a digital twin [23]. The advantage of a
digital shadow is that they are simulation based models [24]. This allows the plant
manager to simulate all possible outcomes of a specific operation and predetermine
completion time and possible bottlenecks. However, as the digital shadows are not
physically connected to the plant, they are not able to receive or relate with real-time
data.

For the purposes of this article, a digital shadow of the water bottling plant
comprising of the three Smart Manufacturing Units was developed using MATLAB
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/Simulink. The input to the plant was the actual customer inputs. The simulation
outputs were designed to monitor the water level in the tank, the time it takes to fill
the bottles, the time it takes to cap the bottles and the overall production rate. The
Simulink model used for the design is shown in Fig. 3.

Fig. 3 Simulink model for digital shadow of water bottling plant
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4 Results and Analysis

As explained in the previous section, the aspects monitored in this section are water
level in the tank, the time it takes to fill and cap the bottles and the overall production
rate. For analysis purposes, the tests are done on an input for 500 ml bottles only.
The first aspect to be tested was the level of water in the tank as the process starts.
This is depicted in Fig. 4.

As it can be seen in Fig. 4, water level, which is a factor governed by SMU 1,
is constantly decreasing with the gradual increase in time. As this is the start of the
production process, the tank is full and poses no threats in the form of bottlenecks.
However, with the output from the digital shadow, a prediction can be made as to
when the tank needs to be refilled, before it affects production.

Water level in the tank is inversely proportional to the number of bottles that get
filled. The bottles getting filled is an aspect that is controlled by SMU 2. The results
of the water bottles getting filled is shown in Fig. 5. As seen from Fig. 5, there is a
steady rise in the number of 500 ml bottles that get filled.

The next aspect that needs to be analyzed is the rate of capping bottles that are filled
with water. This analysis is particularly significant as bottle capping is comparatively
slower than water filling, hence it is an area that can possibly give rise to bottlenecks
in the production. The bottle capping is shown in Fig. 6.

As expected, the bottle capping process is slower than the filling process, hence
this will have an impact on the production efficiency, as seen in Fig. 7. From the
analysis of Fig. 7, it can be seen that the production efficiency rises to 72% during
the initial stages of the production.

However, as the number of bottles increases, the production efficiency decreases
below 70%. This is due to the bottlenecks that are caused by the bottle capping
process. It can be seen that once the bottleneck is relieved, the production efficiency
picks up and settles into a steady state value of about 70%.
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Fig. 4 Results of water level monitoring in the digital shadow
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Analyzing the results of this study with other similar studies highlight the
following. McMullen and Tarasewich proposed a solution for reducing the number
of workstations, using Ant Colony techniques [25]. McMullen and Frazier also
proposed a workstation reduction solution and focused on line balancing in mixed-
model stochastic assembly lines, using simulated annealing [3]. Xu and Xiao
proposed a solution for the reduction of cycle time, using the fuzzy algorithm [26].
Matanachai and Yano researched on positive drift but on mixed-model assembly
lines with various production systems [27].
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Fig. 7 Production efficiency of water bottling plant as determined by the digital shadow

All these studies focused on problems other than cycle-time except for Xu and
Xiao. However, the solution proposed also use optimal solutions. The limitation of
optimal solutions is that they have a limited number of variables and constraints that
can be used in the software that solve models, therefore cannot solve large-scale
problems being posed by mixed-model assembly lines.

5 Conclusion

This article showcased the impact of having a digital shadow in a water bottling
plant. The water bottling plant was chosen as it represents aMixed-Model Stochastic
system.With the aid of the digital shadow, various factors such as theflow rate and rate
of water filling can be varied to see the impact that it has on the production efficiency
of the plant for a specific input. This will assist the plant manager in determining the
performance and efficiency for various “what-if” scenarios that might occur during
the production.

However, it should be noted that that the digital shadow is not physically connected
to the water bottling plant and therefore not able to get real-time data from the plant
during the actual operation. As part of the recommendation from this project will aim
to construct a digital twin for the water bottling plant with inputs from the different
SMU’s sourced using various sensors. It is hypothesized that the real-time data will
further improve the efficiency of the plant.

A Digital Twin (DT) can be defined as a mirror image of a real world object
presented in a digital format [11]. Unlike in digital shadows, the data flow in digital
twins is two-way which means a change in the state of a physical product gets
automatically updated to the virtual product and vice versa [11]. Digital Twins are
for both before and after the physical system is built, before the system is built they
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are there to estimate the cost of implications and the resources that are required [28],
after the physical system is built they are used to foresee future faults and manage
production [28].
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Fuzzy Logic-Based Cluster Head
Selection an Underwater Wireless Sensor
Network: A Survey

Hetal Panchal and Sachin Gajjar

Abstract Underwater wireless sensor network (UWSN) is a network of underwater
sensor nodes (USN), surface buoy, anchor nodes, and autonomous utility vehicles
(AUVs) or unmanned utility vehicles (UUVs) that sense the parameters of the under-
water environment cooperatively. Underwater sensor network finds very important
and useful applications in assisted navigation, offshore exploration, oceanographic
data collection, pollution monitoring, disaster prevention, and tactical surveillance
applications. UWSN faces many challenges like limited power supply, connectivity,
computational constraints, storage, and underwater communication. To divide the
network in the cluster and selection of cluster heads (CHs) is the feasible solution to
deal with challenges. This paper provides a survey of fuzzy logic (FL)-based cluster
head selection to deal with the challenges of UWSN. More specifically, aspects
like clustering and routing, data aggregation, coverage, and security are dealt exten-
sively. Different cluster head selection protocols are discussed with their advantages,
disadvantages, and results.

Keywords Underwater wireless sensor network · Cluster head selection · Fuzzy
logic

1 Introduction

Oceans occupy 75% portion of the earth [1]. In history, exploration of the underwater
was performed manually. Real-time monitoring was not possible by this method [2].
An underwater wireless sensor network is formed by sensor nodes, anchor nodes,
surface buoys, offshore base stations, andAUVsorUUVs that sense the parameters of
the underwater environment like pressure, depth, temperature, etc. The data collected
is sent to the surface buoys, which then send it to the offshore base station. [1].
Base station analyzes the data and takes appropriate actions if required. UWSNs
are envisioned to enable applications for offshore exploration, oceanographic data
collection, disaster prevention, pollutionmonitoring, assisted navigation, and tactical
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surveillance [3]. UWSN faces many challenges like low bandwidth, high bit error
rate, large propagation delay, multi-path fading, attenuation, scattering, and Doppler
effect due to the presence ofwater in the environment of communication [1].Acoustic
communication is preferable due to low attenuation in water.

However, UWSN nodes are constrained with limited power supply, limited
storage, low communication bandwidth, and processing capabilities. So, UWSN
faces challenges related to network lifetime and energy-efficient communication.
Cluster-based routing is an efficient solution to the mentioned challenges [4]. Sensor
nodes are divided into groups called clusters and cluster heads are selected to accu-
mulate the data sensed by its cluster members (CMs). CHs collect, process, and pass
on the data to the surface sink node. Computational intelligence (CI)-based tech-
niques provide a better solution for CH selection. This paper surveys fuzzy logic to
select CH.

Fuzzy logic is a mathematical tool that deals with the input uncertainties. In FL
input parameters are fuzzy. The object of the fuzzy sets is a partial member of a set.
The combination of fuzzy rules and fuzzy sets makes a knowledge base rule for a
fuzzy logic system (FLS). The block diagram of the FLS is shown in Fig. 1.

Fuzzification is the process of mapping non-fuzzy inputs to their fuzzy represen-
tation. This includes the use of membership functions like trapezoidal, triangular,
Gaussian, and so on. Knowledge base defines a relation between input and output
with the If–Then rule with If antecedent, then consequent. In the inference process,
fuzzified inputs are mapped to the rule base that produces a fuzzy output. In the
defuzzification process, output of a fuzzy rule is converted into a crisp, non-fuzzy
form.

Fig. 1 Block diagram of the fuzzy logic system
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The rest of this paper is organized as follows: CH selection protocols based on
Fuzzy Logic in UWSN are presented in Sect. 2. Finally, conclusions and future work
are discussed in Sect. 3.

2 Fuzzy Logic for Cluster Head Selection in Underwater
Wireless Sensor Networks

Capabilities of FL are used in both technical and non-technical sectors such as image,
voice, and signal processing; robotics, aerospace, and embedded system industries;
and non-technical fields such as sales, business, and marketing. Here, FL is used for
CH selection in UWSN and CH selection algorithms are discussed below [7].

In [8], FL is used to select the CH and cluster size. CH acts as a data aggregator
node. The goal of this algorithm is to balance the power consumption of the node
and extend the lifetime of the network. New fuzzy input parameters like a load on
a node and link quality are introduced with distance to sink, residual energy, and
node density. Data is sensed by CMs and sent to the CH. CH combines the data
and pass on it to the surface sink node. The proposed protocol is compared with
UCFIA [9]. In [9], the protocol deals with balancing the Energy Consumption (EC)
of the WSN. Fuzzy input parameters are the energy level of the node, local density,
and node’s distance to the BS. Inter-cluster communication is done by ant colony
optimization. The proposed protocol [8] has minimized delay, energy consumption
and improved the throughput and delivery ratio. However, the Mobility of the nodes
should be considered because underwater network topology is dynamic and nodes
are not static due to water current.

In [10], CH selection and cluster size selection are determined by FL. Fuzzy input
parameters are node density, residual energy, link quality, distance to sink and, load
on a node. MARPCP [11] is used that divide the network into clusters and is used
for Intra clustering communication. For inter-cluster communication, a hierarchical
multi-path routing-LEACH method is utilized to determine numerous paths from
source to destination. The path selection depends on the residual energy of the node,
channel condition, and the number of hops. The proposed protocol is compared with
MARPCP [11] and E2DTS [12]. In [12], the E2DTS technique was used to calculate
both clock skew and offset. To determine its clock offset, local timestamps were
transmitted. With minimal energy, high-level time synchronization precision was
achieved. The synchronization error, on the other hand, is greater than the mean
value. In the proposed protocol [10] energy consumption is reduced; end-to-end
packet delay is reduced and packet delivery ratio (PDR) is improved. However, to
construct energy-balanced networks the mobility of nodes is not considered. Packets
collision and aggregation delay issue is there as effective scheduling techniques are
needed.

In [13], failure of the node is considered in terms of depletion of energy of the
node or node hardware failure. If CH fails, FL is used to select the backup cluster
head (BCH) node. Fuzzy input parameters are distance to sink, node density, residual
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energy, load on a node, and link quality. If BCH fails, any of CM is selected as BCH.
In case of failure of CM, CH instructs BCH to transmit all the data of CM to the
CH. Failed CM is replaced by a new node. When nodes are not transmitting goes
to the sleep state and before going to the sleep state nodes send a message to CH
about change in the state. PDR is improved as in case of failure of CH, BCH takes
the responsibility to work as CH. So, energy consumption and delay are reduced.
However, during the failure of CH and BCH, packet transmission is affected as failed
CHandBCHwill be no longer in the cluster as they are replaced by newCHandBCH.
The proposed protocol is compared with EDETA [14], RCH [15], and SDMCGC
[16]. EDETA [14] is a hierarchical protocol in which CHs are decided after clusters
formation. To send the collected data from the remaining nodes to the sink node in a
multi-hop fashion, The CHs form a tree structure among themselves. To give better
scalability and some fault tolerance techniques, the protocol enables multiple sinks.
In RCH [15], CH and BCH are selected as if CH fails BCH takes place the duties
of CH. It detects the failure and initiates the recovery by identifying the reason for
node failure. SDMCGC [16] is about connectivity and coverage of the final UWSN
in which nodes are randomly deployed initially then by considering the connected
dominating set of initial network depths of the nodes is adjusted for dominating node
to minimize the coverage overlap and distance between nodes to BS. In the proposed
protocol [13], mobility of the nodes should be considered because nodes are not in
a static position due to water currents.

In [17], 3D UWSN architecture is used. The monitoring network is divided into
layers.CH is selected in every layer. For CH selection, intuitionistic fuzzy analytic
hierarchy process (AHP) and hierarchical fuzzy integration are used to have an
unequal size of cluster topology. CH is selected based on service quality status,
energy status, and node location status. The main criteria are again divided into two
sub-criteria coverage factors, link reliability, residual energy, message cost, number
of neighboring nodes, and depth of the nodes, respectively. Energy balancing routing
is used for communication between clusters based on the number of neighbor nodes,
the depth of the nodes, and the remaining energy of the nodes. The proposed protocol
is compared with LEACH-coverage-U [18] and NULCPR [19]. In [18], the impact
of sensing coverage on the network is solved by modifying the LEACH protocol and
by using virtual grid topology. In [19], hierarchical coverage preserving protocol
is described having unequal cluster size that forms a tree from sink node to other
nodes in the downwards direction. CH is selected in each layer and it is connected
to the upper layer node to continue the connectivity. The radius of CH is propor-
tional and the density of nodes is inversely proportional to the layer number. The
proposed protocol [17] improves the coverage of the network and data gathering
reliability. Node mobility is considered. The number of CHs per round is stable
as it depends upon network coverage and the number of neighbor nodes of CH in
every layer. Again, the radius of the cluster is fixed in each layer and so it gives
better stability. Computational complexity increases as CH evaluation depends upon
a greater number of input parameters.

In [20], the fuzzy Cmeans clustering (FCM) algorithm is developed for clustering
purpose. CH is selected depending on the closeness of the cluster’s center in the
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initial round, then depending on the remaining energy of the node CH is selected. In
this work, two routing algorithms are proposed: (i) single-hop fuzzy-based energy-
efficient routing algorithm (SH-FEER) for UWSN. In SH-FEER, data is transmitted
by CMs to CHs and CHs to UW-sink using single-hop communication. (ii) Multi-
hop fuzzy-based energy-efficient routing algorithm (MH-FEER) for UWSN. Cluster
formation and CH selection are similar to SH-FEER. MH-FEER transfers the data
of CHs to UW-sink using multi-hop transmission and finds the shortest path. CHs
are rotated in every round to balance the energy usage of the network. But, to choose
CH, only residual energy is considered. With an increase in the number of rounds
and a change in node density and node speed, the number of alive nodes falls and
energy consumption rises as more nodes participate in packet transmission.

In [21], the fuzzy clustering algorithm is implemented for the formation of the
cluster, and to select CH, particle swarm optimization (PSO) is used. Trust evaluation
is performed by the FL means trusted CHs and trusted CMs are chosen using FL.
The node’s trust value is determined using fuzzy input parameters such as the energy,
node’s distance, and relative mobility. If the CH node’s total trust value drops below
the low trust value, the task of CH node is shifted to a node in the same cluster with
a higher trust value. The block cipher design in UWASNs is precisely developed
to keep packets secure with decreasing energy consumption. The lightweight XOR
logical operation is used for secure transmission between CH and CMs that marks a
good trade-off among overhead and privacy of the operation. Energy consumption is
higher but it provides a balance among overhead and security. The proposed protocol
is compared with CSLT [22] and TMCHV [23]. In [22], the authors address the
development of the trust model that is security-based for localization. In this trust
model, the nodes are fixed, and the transmission range is limited. In [23], the authors
offer a secure model for establishing trust among sensor nodes in UWASNs that is
based on trust. Calculation of trust value of each CH is equal to the combination of
recommended trust and direct trust due to energy, communication, and collection of
the data.

In [24], three FL systems are used. Clustering is initialized by the sink node to
select CHs based on the depth of the node and the distance between the node and
the sink node. The CHs employ the first FL system to determine the next eligible
hop by considering the link quality and the node’s residual energy. Based on energy,
the distance between a node and a sink, and the depth of the node, the second FL
system is used to find a CH if the energy of existing CHs falls below a threshold
level. Because not all CMs are appropriate for becoming CH, the third FL is utilized
to choose a relay node. The data is transferred toward the sink node through the relay
node. The relay node is selected based on the node’s distance from the CH, the node’s
average delay, the energy level of the node, and cluster density in the proximity of the
candidate relay node. The proposed protocol is compared with IDACB [25]. In [25],
with the help of clustering and data aggregation algorithms, as well as sleep–wake-up
techniques, IDACB proposes an appropriate solution for collecting and transferring
data to the base station. When a Time Division Multiple Access (TDMA)-based
transmission mechanism is utilized, both intra-cluster and inter-cluster collisions are
avoided in aggregated data transfer. In the proposed protocol [24] cluster is fixed and
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only the cluster head is changed in every round. Node mobility is not considered.
Link quality is considered for next-hop that increases the PDR.

In [26], clusters are formed using fuzzy C means clustering algorithms. The theo-
retical CH is located at the cluster’s center. Depending upon the energy of the node
as well as the distance between the theoretical CH and node, real CHs are selected.
If the energy of CH is depleted, new CH is selected among the CMs of the cluster.
New nodes are added to the network whenever the CM’s energy is depleted. The
size of the cluster is determined by probability which is a function of the radius of
the cluster and distance between nodes. Reliability, flexibility, and scalability of the
network are increased as new nodes can be added in case of node dies. Insertion of
new nodes is a costly and biggest issue due to the unpredictable underwater environ-
ment. Single-hop intra-cluster communication and inter-cluster communication can
increase energy consumption.

In [27], initial clusters are formed by K-means clustering using the expectation–
maximization algorithm [28], and a mathematical model is developed to decide the
probability of sensor node belongingness to form an initial cluster. The number of
clusters is decidedby the sumof squaredparameters (SSE).CHselection is performed
based on the distance and residual energy of the node in the hierarchical topology.
Nodes are partitioned into layers depending on the distance between nodes and the
sink node. CHs are data aggregator nodes of the network. Data transmission of the
CHs is based on the Euclidian distance with similarity function [29]. CH aggregates
the data from CMs called a vector. It compares two vectors and transmits only one
vector if two vectors are the same. The proposed protocol is compared with LEACH
[4]. It avoids the data redundancy which decreases energy usage and lengthens the
network lifetime. Increased CH election can cause SSE problems, nodes are viewed
as static, and QoS must be evaluated.

In [30], 3D architecture is deployed in 2D layer formation from the bottom to the
surface. Each layer is subdivided into several hexagonal grids. SNs are exponentially
distributed in the network. The grid size is decided depending on the range of the
SN. CH is selected using FL and CH decides the cluster of multiple grids. CHs are
chosen depending on distance, projection, residual energy of a node, and sensitivity.
CH works as a forwarding node. Some nodes are fixed for data aggregation. CH
transmits the data to aggregator nodes. Aggregator nodes transmit the data to the
sink node. The proposed protocol is compared with DBR [5] and VBF [6]. Hexagon
shapes of grids provide much coverage. End-to-end delay in transmission of packets
is higher when the number of nodes in the network is lower.

In [31], 3D underwater architecture is considered for mobile ad hoc network
for a disaster situation. Node sensing capability monitoring is done by the Boolean
perceptual model. qV-ECC (qu-Vanstone-based elliptic curve cryptography) is used
to register nodes to the surface sink. Based on the depth, nodes are divided into
layers from the bottom surface to the sink node. Clustering of the nodes and CH
selection is done by a Type-II FLS. Fuzzy input parameters are trust value, relative
mobility, node buffer size, residual energy, and distance between neighbors. In the
network, multiple AUVs are placed throughout and travel in an elliptical path to visit
all CHs. The nearest AUV is chosen by CH for transmission of data using weight
values like distance to the surface sink node, node projection, and residual energy
of the node to the surface sink node. Pigeons swarm optimization (PiSO) is used for
routing and it uses three parameters: distance to the depth of the ocean, node residual
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energy, and relative mobility of node. Ciphertext stealing technique (CST) is used
for secure packet transmission. Lightweight digital watermarking is investigated, that
is an information hiding approach that costs less to compute than encryption. It is
used for common data transmission by the firefly algorithm. The proposed protocol
[31] is compared with HAMA [32] and ABSR [33]. In [32], Multi-AUVs follow a
predetermined path in the network. The nodes closest to an AUV’s trajectory deliver
data directly to the AUV, while the remaining nodes transfer data to nodes nearer
to the trajectory. In case of failure of an AUV, while communicating with nodes at
the time of collecting data, malfunction detection and repair techniques are utilized
to keep the network running smoothly. In [33], by locating wormhole robust secure
neighbors and routing information through the secure path, the proposed agent-
based secured routing strategy improves the quality of service. This strategy employs
four agencies: routing, security, underwater vehicles, and gateways, all of which are
comprised of static andmobile agents. Type-II FLS has a fuzzymembership function
that effectively deals with any source of uncertainty. Computational complexity is
more cumbersome and complex as it possesses a three-dimensional membership
function. The mobility of SNs is not considered.

In [34], the underwater sensing network is divided into equal-sized rings
depending upon the radius and diameter of the area. In each ring, underwater cluster
heads (UCHs) are chosen randomly for Intra-cluster routing. For inter-cluster routing,
among all the UCHs, the best UCH is selected to transmit the data from nodes to
sink nodes. For that suboptimal and optimal UCHs are selected based on fuzzy input
parameters like the load on a node, residual energy, link quality, node density, and
distance between UCH and sink node. Suboptimal UCHs select one best optimal
UCH among them using UCH rank and pass on the collected data to the sink node.
UCH rank represents the number of suboptimal UCHs between the sink node and
optimal UCH. For each UCH, a unique PRN is generated and broadcasted, and
depending upon the PRN, UCH performs inter-cluster communication.

The proposed protocol [34] is comparedwithDBR [5], EEDBR [35], andMLCEE
[36]. In EEDBR [35], depth-based routing is done by considering the residual energy
of the sensor node. In MLCEE [36], the hotspot problem is resolved by splitting the
network into layers. Clusters are formed and CHs are selected in each layer except
the layer near the sink node. Multi-hop communication is established between nodes
depending on the fitness of the nodes. The average end-to-end delay and energy
consumption of the proposed protocol is lesser than DBR, EEDBR, and MLCEE
due to the fuzzy cluster-based routing and priority-based routing. Data aggregation
is done by UCH using PRN reduces the collision, increases the throughput, and
increases the packet delivery ratio of the proposed protocol. Routing is done by
using fuzzy logic by selecting appropriate UCH as a forwarding node increases the
network lifetime of the proposed protocol. Due to the complex process of cluster
head selection for data aggregation and routing the data energy consumption and
overhead increase. A comparison of protocols based on the FL in UWSN is given in
Table 1.
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Table 1 Comparison of fuzzy-based cluster head selection in UWSN

Refs. Input parameters to fuzzy logic Simulation tool Results

[8] (i) Residual energy NS-2 (i) PDR is 47% higher than UCFIA
[9]

(ii) Distance to sink (ii) Delay is 5% lesser than UCFIA
[9]

(iii) Node density (iii) Throughput is 11% higher than
UCFIA [9]

(iv) Load on a node (iv) EC is 6% of less than UCFIA
[9]

(v) Link quality

[10] (i) Residual energy NS-2 (i) PDR is 67% and 36% higher
than MARPCP [11] and E2DTS
[12], respectively

(ii) Distance to sink (ii) Delay is 66% and 36% less than
MARPCP [11] and E2DTS [12],
respectively

(iii) Node density (iii) EC is 67% less than MARPCP
[11] and 33% less than E2DTS [12](iv) Load on a node

(v) Link quality

[13] (i) Residual energy NS-2 (i) PDR is 17, 41 and 60% higher
than EDETA [14], RCH [15] and
SDMCGC [16]

(ii) Distance to sink (ii) Delay is 33, 69 and 63% lesser
than EDETA [14], RCH [15] and
SDMCGC [16]

(iii) Node density (iii) Packet drop is 7, 20 and 36%
lesser than EDETA [14], RCH [15]
and SDMCGC [16]

(iv) Load on a node (iv) EC is 45% lesser than EDETA
[14], 66% lesser than RCH [15] and
23% than SDMCGC [16]

(v) Link quality

[17] (i) Residual energy MATLAB (i) First node died time of
DHCDGA is about 18.71% longer
and last node died time of
DHCDGA is about15.38% longer
than that of NULCPR [19]

(ii) Quality of service (ii) Number of alive nodes per
round, Average remaining energy,
number of cluster heads per round,
network coverage ratio, and amount
of data packets received of
DHCDGA is higher than NULCPR
[19] and leach-coverage-U [18]

(iii) Location

(continued)
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Table 1 (continued)

Refs. Input parameters to fuzzy logic Simulation tool Results

[20] Closeness to CH MATLAB (i) MH-FEER is 32.78 and 63.07%
more efficient in terms of network
lifetime compared to SH-FEER and
direct transmission when nodes are
static

(ii) MH-FEER is 8.5 and 39.04%
more efficient in terms of network
lifetime compared to SH-FEER and
direct transmission when nodes are
mobile

[21] (i) Distance MATLAB (i) Malicious node detection ratio is
higher than CSLT [22] and
TMCHV [23] when malicious
nodes vary in between 1 and 5 and
time for simulation increases

(ii) Energy (ii) Number of packets delivered by
the proposed protocol is higher and
the delay is lower than CSLT [22]
and TMCHV [23] for the number
of attackers

(iii) Relative mobility of the node

[24] (i) Depth of the node NS-2 (i) Average EC of the algorithm is
7% better, the variance of
remaining energy of nodes is 29%
better and normalized routing is
0.47% better than IDACB [25]
protocol

(ii) Distance (ii) Energy efficiency is 3.86%
higher than IDACB [25]

(iii) Link quality (iii) PDR is better than IDACB [25]

(iv) Residual energy (iv) Number of packets lost is 12%
better than IDACB [25](v) Delay

[26] (i) Distance MATLAB (i) The energy consumption link
between different numbers of
theoretical and real clusters is
evaluated. The result shows that
when the number of clusters is 4
and 5, EC for real and theoretical
clusters is minimum

(ii) Residual energy

[27] (i) Distance
(ii) Residual energy

MATLAB (i) Number of dead nodes to the
number of rounds in the proposed
protocol is lesser than LEACH [4]
protocol

(continued)
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Table 1 (continued)

Refs. Input parameters to fuzzy logic Simulation tool Results

(ii) EC of the CHs for load using
data aggregation is lesser than
without data aggregation in the
proposed protocol

[30] (i) Distance MATLAB (i) With the increase in the number
of nodes hexagon deployment
requires less CH compared to the
triangular and circular deployment

(ii) Projection (ii) PDR and energy efficiency of
FBR is higher than VBF [6] and
DBR [5] to an increase in the
number of SNs in the network

(iii) Sensitivity (iii) When the number of nodes is
less, the end-to-end delay of packet
delivery of DBR [5] and VBF [6] is
less compared to FBR but when the
number of nodes increases DBR [5]
and VBF [6] provides high delay
than FBR

(iv) Residual energy

[31] (i) Trust value NS-3 (i) PDR versus number of nodes for
E2-SCRP is 100%, HAMA [32] is
93% and ABSR [33] is 90%

(ii) Distance between neighbors (ii) EC versus the number of nodes
of E2-SCRP is lesser than HAMA
[32] and ABSR [33]

(iii) Relative mobility (iii) End-to-end delay versus
number of nodes is 110% for
E2-SCRP, 135% for HAMA [32],
and 145% for ABSR [33]

(iv) Node buffer size (iv) Security strength E2-SCRP
versus number of nodes is 80% and
ABSR [33] is 56.81%

(v) Residual energy (v) Throughput of E2-SCRP versus
the number of nodes is 200 kbps,
HAMA [32] is 125 kbps and ABSR
[33] is 150 kbps

[34] (i) Residual energy NS-2 (i) The average end-to-end delay
and energy consumption of the
proposed protocol is lesser than
DBR [5], EEDBR [35], and
MLCEE [36]

(ii) Load (ii) Average packet delivery ratio,
network lifetime, and average
throughput of the proposed
protocol is higher than DBR [5],
EEDBR [35], and MLCEE [36]

(iii) Link quality

(iv) Distance

(v) Node density
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3 Conclusion

Recent implementations ofCI techniques in varied dynamicalUWSNs are the subject
of this detailed study. Fuzzy logic for CH selection in sensor networks is briefly
discussed. Depending upon the input parameters like residual energy, hop distance
to sink, link quality, trust value, relative mobility, sensitivity, the density of nodes,
etc. CH selection and routing are performed. FL is leading to an optimized solu-
tion with lower energy consumption, longer network lifetime, greater security, fault
management, and network stability. The future work aims to design the cluster head
selection protocols using a Type-II fuzzy logic system that deals with input uncer-
tainties with accuracy. Cluster head selection can be done using CI approaches such
as ant colony optimization and particle swarm optimization, which reduce energy
consumption by providing optimal solutions.
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Improving the Efficiency of Forecasting
Sports Events Using a Cascade of Neural
Networks

Vasily Meltsov , Alexander Krutikov , and Dmitry Strabykin

Abstract In addition to classical methods of statistical analysis, software systems
based on the neural network approach have been widely used recently to solve
forecasting and planning problems. In this paper, the application of various neural
network models for predicting events in individual and team sports is considered.
To solve the existing problems, the authors propose an approach based on cascading
several types of neural networks. The results of processing input information by
modules of the first level serve as data sets for modules of the second tier. To assess
the correctness and effectiveness of the principle of cascading modules, experiments
were conducted to predict a well-known sporting event—the fight between D.Wilder
andT. Fury for theWBCworld title. The experimental results showed thatwhen using
a cascade of neural networks, the prediction accuracy increases from 66% (GRNN
network) to almost 93%. In addition, observation of the data vectors of the second
and subsequent levels allows us to determine predictive factors—parameters that
most significantly affect the final forecast. With the increase in the dimension of the
source data arrays, the use of other neural network models, as well as the use of
more complex configurations of the proposed system, it is possible to significantly
increase the accuracy of forecasts with recommendations on the specifics of setting
up such a complex.
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1 Introduction

Today, information technology (IT) and artificial intelligence (AI) technologies are
perhaps themost dynamically developing areas of science and technology. The versa-
tility and efficiency of IT tools make it possible to use them to solve a wide range of
applied tasks in almost all spheres of human activity [1, 2]. One of themost important
issues in solving many applied tasks is the issues of planning and forecasting.

In this paper, forecasting in the field of individual and team sports is considered.
Forecasting in this case is aimed at obtaining knowledge about sports events that
should occur in the future, that is, to obtain probabilistic information. This event can
be not only the quantitative result of the athlete (team) shown at specific starts or his
place in the overall standings of the tournament, but also the indicators of the “medal
standings” of the national team of the country at major sporting events, as well as
trends in the development of a particular sport.

According to time characteristics, short-term, medium-term, long-term and ultra-
long-term forecasting can be distinguished. The main difficulty of forecasting in
sports is that the result of the forecast can be either some numerical value that
determines the result in a particular sports discipline (of various formats, accuracy
and data types), where it is provided for by the regulations, or different types of
outcomes of sports matches (victory, defeat, draw, knockout, athlete’s refusal, etc.).
And sometimes, as a result of the forecast, it is necessary to form a trend or trend of
changes in indicators (parameters) for a certain period of time, including in graphical
form. To carry out such forecasting, both classical methods of statistical analysis are
used, for example, time series analysis, and modern information technologies—
systems based on fuzzy logic, various models of artificial neural networks, deep
learning methods, etc. [2].

In one of the authors’ previous publications on this topic [3], a module designed
to predict results in individual and team sports based on a neural network of vector
quantization of signals is described in detail. In this paper, we will talk about the
possibility of modifying such a module in order to improve the efficiency of the
system and the accuracy of the predicted results.

2 Cascading Modules of a Neural Network System

The scientific staff of the laboratory “Intelligent Systems” named after V. A. Baykov
of Vyatka State University has developed a software prototype of a system based
on artificial neural networks designed to predict sports results [3]. To check the
correctness and quality of the system, its modules were tested on various types and
types of sports forecasts.

As themathematical basis of the specified forecasting system, the principle known
as “classification assignment” is taken [4]. In the classification problem, the training
sample is a set of individual objects X = {x[i]}, where i varies from 1 to n. The
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sample is characterized by a vector of real-valued features xi = {x[i, 1], … x[i, d]}.
The initial object x is the variable t, which takes a finite value, usually from the set
T = {1, … l}. It is required to build an algorithm (classifier) that, according to the
vector of features x, would return a class label or a vector of membership estimates
(a posteriori probabilities) to each of the classes {p(s|x)}, s = 1, l.

In relation to sporting events, the classification task is the task of determining
the outcome of a sporting event, that is, assigning it to a certain class (for example,
class 1—victory, class 2—defeat, class 3—draw). At the same time, it is necessary
to solve the problems of regression analysis—determining the potential numerical
result of an athlete (time of a race or swim in seconds, the maximum weight of a
raised barbell in kilograms, the result of a jump in centimeters, etc.).

Taking into account the above, the tasks of sports forecasting can be formulated
as follows. The training sample is a set of measurements X = {x[i]}, i = 1, n,
representing a vector of real-valued quantities x[i]= (x1[i],…, xd[i]) made at certain
points in time. It is required to construct an algorithm (predictor) that would return a
point estimate {x′[i]} i = n + 1, n + q, confidence interval {(x_[i], x + [i])}, where
i is from n + 1 to n + q, or a posteriori distribution p(x[n + 1], …, x[n + q]|x[1], …,
x[n]) of the forecast for a given depth q. Unlike the regression recovery task, here
the forecast is made by time, and not by signs.

In numerous experiments on the previously presented software system [3], various
models of neural networks were used. The analysis of the results showed that the
modules based on the generalized regression neural network (GRNN) [5] and the
neural network with radial basis functions (RBF) cope most successfully with the
tasks of predicting numerical sports results [6]. The structure of the generalized
regression neural network is shown in Fig. 1.

Modules with a cascade neural network (CNN) [7] and a direct propagation neural
network (FNN) [8] also showed good accuracy. But on the tasks of determining the
“non-numerical” outcomes of sports events (victory, draw, defeat, etc.), the module
based on the neural network of vector quantization of signals (LVQ) demonstrates
the best indicators [3, 9, 10].

The main thing that experiments have shown is that different models of neural
networks can be effective for different types and types of forecasts. The second
conclusion is that the main feature of forecasting tasks in sports is the aggregation
of classification and regression analysis tasks. In most cases, it is necessary not only
to predict the outcome of a sporting event, but also to approximate some numerical
values for it—the time of the winner of the race, the weight of the barbell lifted by
the champion, and the number of blows inflicted by the competitors. For example,
for a boxing match, the likely result may be the victory of one of the fighters on
points—116:112.

As one example, let’s consider an experiment on predicting the result of a boxing
match between American DeontayWilder and Briton Tyson Fury for theWBCworld
title. Before this sporting event, the bookmakers’ favorite was Tyson Fury (odds of
1.70 versus 3.20 for Deontay Wilder), a draw was considered almost impossible
(odds of 30.00).
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Fig. 1 GRNN network structure

A training sample consisting of a special set of vectors was developed to train
neural networks and make a forecast. Each vector contained source data taken from
open Internet sources [11]. As themain analyzed characteristics, both classical statis-
tical parameters (the number of fights conducted by the athlete; the number of victo-
ries; the number of knockout victories; height; weight, etc.) and specific data were
selected—the style of fighting, the main stance of the athlete, the size of the arms,
etc. The result of training and forecasting is also a vector containing a set of elements
corresponding to one of the possible outcomes of a given sporting event, i.e., one of
the classes: (1—victory of the first boxer, 2—victory of the second boxer, 3—draw).

The MATLAB environment is used as a tool for designing a multimodule fore-
casting system.With the help of theNeuralNetworksToolbox package, both software
modules are implemented—both on the basis of the GRNN network and on the basis
of the LVQnetwork. Themodels are trained using a special training sample described
above.

Table 1 shows the sample results of predicting the outcome of the battle obtained
during testing of the LVQnetwork (LVQ2.1 learning algorithm). The resulting vector
is interpreted as follows: the vector (1,0,0) means a victory for Deontay Wilder,
(0,1,0)—Tyson Fury, (0,0,1)—a draw.

The fight, which took place on October 9, 2021, ended with the victory of British
boxer Tyson Fury [11]. That is, when analyzing all the known initial parameters
before the fight, the vector quantization neural network gave an incorrect forecast
for this sporting event in more than 78% of cases.

Data on testing the module based on a generalized regression neural network are
shown in Table 2. The result of the forecast is interpreted as follows: the value “1”
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Table 1 The result of the
vector quantization neural
network (LVQ2.1 learning
algorithm)

Number of neurons Number of training
epochs

The result of the
forecast

1 300 (0,0,1)

10 300 (0,1,0)

20 300 (1,0,0)

100 300 (0,1,0)

190 300 (0,1,0)

200 300 (1,0,0)

380 300 (0,1,0)

420 300 (1,0,0)

480 300 (1,0,0)

550 300 (1,0,0)

940 300 (1,0,0)

2200 300 (1,0,0)

3100 300 (1,0,0)

Table 2 The result of the
generalized regression neural
network

Target error The result of the forecast

0.001 2

0.01 2

0.1 2

1.0 2

1.1 2

10 1

100 1

1000 1

10,000 1

100,000 1

0.00001 2

0.0001 2

means the victory of Deontay Wilder, “2”—Tyson Fury, and “3”—a draw.
In more than 64% of the experiments, the generalized regression neural network

correctly identified the winner of this battle.
Thus, experiments on a prototype of a software system have shown that the most

effective of the studied modules for solving such complex problems will be a module
based on a generalized regression neural network. It was this option that showed the
most qualitative forecasts of the complex result. However, the analysis of testing on
a large set of different types of tasks revealed four serious problems.
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First, even the GRNN network does not give a sufficiently accurate result when
solving such non-trivial tasks as predicting the results of various martial arts and
numerous metrics of team competitions in game sports. During the experiments
conducted on a number of forecasts, the GRNN-based software module showed only
66% correct answers. The closest indicator to this was demonstrated by a software
module based on the LVQ network—61% of the “guessed” results.

Secondly, the use of a high target error is not beneficial when training networks
of this type, since with such an increase in the base parameter, the minimum root-
mean-square error of training also increases.

Third, the structure of a generalized regression neural network has some features,
and during training, as many neurons of the radial layer are formed as the vectors of
the training sample [12]. Consequently, with a large number of vectors, the neural
network will have an extremely complex structure, which, in turn, will occupy a
significant amount of memory (a significant amount of crystal, when implemented
on FPGA) [13].

And, fourth, it should be noted that a large-scale sample may contain large sets
of different types of initial parameters [14] that affect the predicted result, and it
is either impossible or extremely difficult to determine the most important and key
parameters. To do this, it will be necessary to attract qualified specialists in the
analyzed profile sports discipline.

One of the possible solutions to these problems is the use of the method of “cas-
cading”modules in the forecasting system (by analogywith the cascademodel of NN
[15], as well as cascade filtering of data using Kohonen networks [16]), thus forming
a specialized pipeline. Figure 2 shows the generalized structure of the system using
GRNN networks on the first tier and LVQ networks on the second tier. All networks
are trained separately, before they are included in the working cascade, each based on
its own specialized training sample. The initial data (formed vectors of the analyzed
parameters of the sports event) are fed to inputs 1 and 2 of the GRNN networks. The
results of processing this information, also in the form of vectors, serve as data sets
for the modules of the second tier. In the case under consideration—for the LVQ
network module.

Training samples(s) are developed for each module separately. If this is a known
or previously developed large sample, then it is decomposed in accordance with the
types of models and the selected structure of the cascade of networks. The principle
of sampling for each element of the cascade is similar to the one described above,
but there is a “logical connection” between the analyzed parameters in the samples,
determined by the subject area in which the prediction is made. An example of
the relationship of elements of vectors of training samples is shown in Fig. 3. The
elements of the vector of the second layer are the “forecast” of input elements for
modules in subsequent layers of the cascade.

Sample vector #1 is a vector that contains general statistical, anthropometric and
age indicators of boxers. Sample vector #2 is the average statistical indicators of a
sporting event that are noted in statistical systems. In this example, the elements of
the second layer are the percentage of accurate hits, thrown punches of the first and
second boxer, etc.
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Fig. 2 Cascading neural networks

Fig. 3 The relationship of elements in the sample by cascade levels

The result of the work of the last module will be an output vector with an answer
about the probability of the outcome of the declared sports event. An important point
in this approach is the fact that the results of preprocessing obtained at the previous
stages can serve as training samples for all modules of the system (except for the
modules of the first tier). It is noted that in this case, at the intermediate stages, it is
possible to determine the most important parameters of the upcoming sports event
(predictive factors) and include only them in the training sample for the next tier.
Thus, it is possible not only to minimize the sets of analyzed parameters, but also to
reduce the training time of neural network models.
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Table 3 The result of the
forecast, using a cascade of
neural networks

Number of neurons Number of training
epochs

The result of the
forecast

100 300 (1,0,0)

130 300 (0,1,0)

150 300 (0,1,0)

380 300 (0,1,0)

420 300 (0,1,0)

480 300 (0,1,0)

550 300 (0,1,0)

The considered structure was implemented in the MATLAB environment. To
assess the correctness and effectiveness of the principle of cascadingmodules, exper-
iments were conducted to predict the same sporting event—the fight betweenWilder
and Fury for the WBC world title. The main results of testing the new structure are
presented in Table 3.

The table shows that when using a cascade of neural networks, the prediction
accuracy increases, almost reaching 93%. However, to achieve such high accuracy
requires significant time spent on training network models. This is due to the fact
that themodules are currently being trained sequentially, for each network separately.
Data dependencies between modules do not allow parallelizing the learning process.

A similar example of the implementation of the forecast will be given in Table 4. In
this case, the result of predicting the fight between Sergey Kovalev and Saul Alvarez
is given, demonstrating similar results, which is 11% higher than when predicted by
a separate LVQ network.

Since all the information for the formation of training samples is taken from open
sources, the samples turned out to be quite general, we can say, enlarged. With the
specified structure of the system (only two tiers) and the proposed cascading option,
the experimental results obtained look quite optimistic. With the increase in the
dimension of the source data arrays, the use of other neural network models, as well
as the use of more complex configurations of the proposed system, it is possible to

Table 4 The result of the
forecast, using a cascade of
neural networks

Number of neurons Number of training
epochs

The result of the
forecast

90 450 (1,0,0)

160 450 (1,0,0)

190 450 (0,1,0)

440 450 (0,1,0)

660 450 (0,1,0)

780 450 (0,1,0)

910 450 (0,1,0)
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significantly increase the accuracy of forecasts with recommendations on the features
of configuring such a complex and the features of forming training samples for each
cascade of the neural network.

3 Conclusion

Thus, the results of the conducted research confirm that neural networks can be
successfully used to predict the outcome of events not only in team, but also in
individual sports.When using a singlemodule of the generalized regression network,
more or less reliable forecasts were obtained only with a target error of more than
100. The module based on the trained LVQ network, in almost half of the cases,
gave the wrong result. With an increase in the number of neurons and other ways to
increase the complexity of the model, the training time significantly increased.

The approach considered in the paper with cascading modules in the system
leads to a significant increase in the accuracy of forecasts. However, it should be
remembered that the formation of a pipeline from various models must be carried
out taking into account the type and type of forecasting, the features of the formation
of training samples for all models, the definition and allocation of the most important
(predictor) parameters into special samples that affect the course and results of fore-
casting more than others. It should also be remembered that when using a cascade of
neural networks, the time of training models can significantly increase if this process
is carried out sequentially for each stage of the pipeline.

The use of the software systemby the coaching staff or personal trainers of athletes
will help to increase the effectiveness of training, to assess the level of indicators
of control tests to achieve the necessary competitive result. At the moment, experi-
ments are continuing in such disciplines as athletics and cross-country skiing. The
preparation of specialized training samples has shown that even within the frame-
work of one discipline, for example, athletics, it is necessary to take into account
a huge number of different types of testing of athletes, the characteristics of their
anthropometric data, psychological stability, pharmacological program, the number
of fees, the remoteness of the venues of competitions, etc. All this leads to the need to
select the most effective models of well-known artificial neural networks and various
options for their interaction. It is obvious that the complication of each module and
the structure of the system as a whole, in order to increase the accuracy of the fore-
cast, leads not only to an increase in training time, but also to a decrease in the speed
of the software system. The use of a cascade of neural networks is almost guaranteed
to increase the forecast generation time.
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Meta-Analysis of Research into the Issue
of Brand Building on Social Media
as a Subset of e-Business During
the COVID-19 Pandemic

L’udovít Nastišin and Richard Fedorko

Abstract The paper presents a qualitative view of brand building with an emphasis
on socialmedia during theCOVID-19 pandemic. The paper tackles the issues ofwhat
are the most frequently examined goals in terms of the given problem and under what
conditions are these connections examined. The present study falls within the field of
e-business. To achieve our goal, a meta-analytical procedure of qualitative research
was applied. In doing so, 64 scientific studies from 2020 to 2021 were consulted in
order to summarize the most interesting findings, draw implications for practice, and
clearly point to the current direction of research in this area. The most frequently
researched areas were identified, in particular the adaptation of the brand to new
market conditions as well as the effect social media involvement has on brand loyalty
or image. The greatest emphasis was placed on analyses carried out on Facebook
and Instagram. The results indicate the onset of a change in the perception of these
tools and the need to monitor the current state of knowledge. These findings can be
considered significant not only in the e-business dimension.

Keywords Social media · Brand · e-business · Pandemic ·Meta-analysis

1 Introduction

Due to the restrictions during the pandemic, entrepreneurs are forced to look for
alternative ways to promote the brand as well as the products and services offered
to remain relevant. Social media is a new communication platform that has grown
in popularity over the last few years and has a high impact on consumers. With
an increased number of followers, businesses can easily promote and support their
ideas or business. Social media is a simple yet efficient tool facilitating interactions
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between parties involved allowing individuals to express themselves. Social media
provides immense potential for e-business because consumers habitually log on to it
daily and are exposed to companies. It also presents huge challenges for e-business,
however, because it is an ever-changing space that is extremely noisy and crowded.
Moreover, social media is a valuable source ofmarket information allowing for brand
involvement. Social media can enable interaction, collaboration, and networking by
strengthening the relationships between parties involved.

As social media is used by brands to connect with customers, it is increasingly
important to constantly monitor activities on social networks. Social media is under-
going a radical shift, and businesses nowadays use them in their business processes.
The use of social media for business purposes may vary across the business world,
but the ultimate goal is to create and share content on social networks. The use of
social media is essential in business. Management in organizations should look for
ways to get the most out of using social media in business processes. The use of
social media is ubiquitous, and brands must carefully manage this channel in order
to achieve their strategic goals. The ability to influence the public through social
media is gradually becoming key to shaping consumer attitudes.

The latest data, according to [1, 2], show that at the beginning of 2021, there
have been 4.20 billion social media users worldwide, representing more than 53%
of the total global population. More than 9 out of 10 users use social media every
month. The number of users has risen sharply in the last 12 months, with 490 million
new users joining. A typical user has an account on more than 8 different platforms
and spends an average of 2.5 h each day using social media. Japan had the lowest
average number of social network accounts at 3.8 accounts, comparably the highest in
India at 11.5 accounts per person [1]. Facebook remains the most widely used social
media platform. Platform preferences vary from country to country. Social media
platforms have almost tripled in the last decade. However, the new user registrations
are slowing down. Social media now relies on the steady growth in the number of
people with Internet access and smartphones, especially in developing regions. The
current percentage of people using social media is 50.64% of the world’s population.
However, when looking at the penetration rate of platforms concerning the eligible
audiences, 83.36% of the 4.57 billion global Internet users and 90.71% of the 4.20
billion mobile Internet users use social networks. Of the 7.82 billion people in the
world, 50.64% of the population use social networks regardless of age or Internet
access; of the 4.57 billion Internet users, 83.36% are active users; of the 4.17 billion
mobile Internet users, 90.71%are active users; of 3.96 billion socialmedia users, 99%
have access to websites or applications via mobile devices. 40% of all Internet users
worldwide use socialmedia forwork purposes [3]. InUS, only 27%of people actively
use social media at work [4], compared to 65% in Indonesia or 13% in Israel. The
use of social networks in terms of location varies globally between men and women.
Probably the most notable gap in gender differences was found in terms of how
they are being used. Looking at the top 8 social media platforms by monthly active
users, YouTube, LinkedIn, Twitter, and TikTok are used by men more frequently.
Sites like Facebook and Instagram are more focused on women, especially Pinterest,
which dominates among female audiences. When it comes to using social media on
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devices, 99% of people in the world access networks exclusively on mobile devices
(tablets or phones).About 78%access platforms exclusively from theirmobile phone,
compared to only 1.32%who access social networks only by computer [1, 2]. Current
events in society and the state of knowledge point to the need for a synthesis of social
media knowledge and their role in brand management in the context of an ongoing
pandemic. This paper seeks to do this through a meta-analysis of existing research
and synthesizing the resulting knowledge and information.

2 Materials and Methods

This part further describes the meta-analytical procedure used to identify relevant
academic studies dealing with the phenomenon of brand building with the help
of social media in the period of the pandemics caused by COVID-19. This meta-
analysis aims to summarize the most interesting findings and draw implications for
practice and clearly point out the current direction of research in this area. The meta-
analysis refers to the process of integrating the results of many studies in order to
arrive at a synthesis of evidence. The resulting overview combines the results of
reviewed studies and provides a summary estimate. For this purpose, meta-analysis
is considered to be a reliable tool for a qualitative summary of research results. This
analytical approach does not require the formulation of hypotheses but focuses on a
qualitative summary of the research instead. This analytical approach was also used
in the studies of [5–10]. These studies have verified the legitimacy of the procedure
and declared its significant added value. To meet our goal, we have divided the
process into two main parts below as shown in Fig. 1.

The suitable scientific studies were taken from the Web of Science, Scopus, and
Science Direct databases using relevant keywords. Thus, N = 464 scientific studies

Input number of studies based on keywords: N = 464

Studies after elimination: N = 355

Studies related only to the researched issues 
without the aspect of social media: N = 109

Studies after elimination: N = 121

Studies with an abstract not suitable for the 
purpose of meta-analysis: N = 234

Studies entering the final meta-analysis: N = 64

Studies where the full text did not suit the pur-
pose of the meta-analysis: N = 57

Fig. 1 The elimination process of meta-analysis
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were identified. In the second step, N = 109 studies were eliminated, as they did
not meet the particulars for being included in the meta-analysis. Another step in the
elimination of unsuitable studies was the study of abstracts—we eliminated another
N = 234 study as some abstracts did not discuss the issue we intended to examine.
The last elimination step excluded further N = 57 studies. At this stage, the whole
text of the paper was assessed. As a result, N = 64 scientific studies met the criteria
for the purpose of the analysis. All of the studies studied were published in 2020
and 2021 and focused on the current situation—N = 155 studies were published
in 2020 and N = 309 studies in 2021. The search chain chosen copied the purpose
of this study, focusing on the keywords “social media,” “branding,” “business,” and
“pandemic.”

3 Results and Discussion

We have created an overview table of meta-analytical output of selected works—
listed below. Its full version is given in the Appendix. Table 1 outlines the areas of
research covered by selected indexed studies, research subjects, research methods
used, what results and findings the scientific studies bring, andwhich social networks
the studies focused on.

3.1 The Most Frequently Researched Areas

Based on the meta-analysis, research areas such as market adaptation [12, 33, 61],
ecosystems based on digital platforms [12, 28, 43, 56], the importance of the value
of a retailer and consumer identity [14], flexibility of the sales process, attitudes,
and key determinants of shoppers’ behavior [22, 41, 60], growing use of social
networks [1, 2] to measure performance, and consumer interaction using state-of-
the-art technologies [33, 47, 53, 66, 73] came out as the most significant. Given
the ongoing global pandemic, pandemic-related issues were also addressed [13, 24,
36, 47, 61, 73]. To a large extent, the studies have focused on crisis management
or customer observation for interaction purposes. Areas affected by the pandemic
include the ability of companies to respond to critical situations [71], measures in
various sectors, whether hotel services, restaurants, hospitality, or tourism [13, 23].
The pandemic also affected consumer behavior in the first days of the pandemic
with a high volume of social media activities during the pandemic, panic shopping
on the Internet [47, 64], customer brand involvement, and subsequent impact of the
brand on co-creation and re-intention in pandemics [54], the similarity of advertising
during the pandemic [70]. On the positive side, this crisis has brought new solutions
and ideas. According to research, the positives of the pandemic include increased
operational efficiency and improved customer experience [23], the way businesses
interact with customers, the growing use of social networks to measure performance,
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Table 1 Overview of meta-analytical output

Research area Research subject Research
method

Findings and results Social
media

Source

Continuity and
responsiveness for
a critical scenario

Fortune Glob.
500

1 Increased interest in
decision analysis, the
importance of
emergency response

1 [11]

Growing
conversation on
ecosystems based
on digital
platforms

2 Current manufacturers
are confronted with
competition from digital
subscriber platforms

[12]

The devastating
impact of the
pandemic on the
hospitality
industry

Hotel
managers

3 Practical ideas aimed at
creating a customer
experience

[13]

The importance of
matching the
identity of the
retailer and the
consumer

Retail 3 Research develops a
conceptual framework
focused on the
importance of creating a
strong identity match
between retailer and
consumer

[14]

Social capacity in
the EU

Social media as an aid
to organizations in
absorbing capacity
development

1, 2, 3,
4, 5

[15]

The flexibility of
the sales process

Leading sellers 4 The sales force should
focus on increasing
flexibility, improving
the scale, and
adaptability of
technologies

[16]

Artificial
intelligence in
crisis detection

Senior managers 4 Critical events related to
business activities

[17]

Technological
revolutions

The aim of the site is to
disseminate ideas,
progress, and practices
that are useful to the
general public

1, 2, 3,
6

[18]

Analysis of social
media using
machine learning

Elsevier, IEEE,
Springer, ACM

2 We can use social media
to improve our
relationships and thanks
to popularity, we can
easily promote our
business

2, 3, 5,
6, 7

[19]

(continued)
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Table 1 (continued)

Research area Research subject Research
method

Findings and results Social
media

Source

The added value
of products
beyond traditional
compromises

Digital logistics
channels extend the
functions of creating
traditional logistics

[20]

A deeper
understanding of
innovative actors

Pandemic 2 Startups are able to
respond to a changing
environment the fastest

[21]

Attitudes and key
determinants of
shopper behavior

Consumers 2 Consumers’ online
shopping behavior
depends significantly on
their demographic
characteristics

[22]

Artificial
intelligence as a
tool to increase
operational
efficiency

Hotel customers 5 Prioritizing human
interaction with
employees

[23]

Consumer
behavior

Informing future
research and marketing
practice

[24]

Application
domains in social
networks

Software tool 1 Defining new metrics to
evaluate different tools
and social networking
frameworks

[25]

Product networks
and product
convergence

1 The combination of the
two products leads to
the convergence of
these products

[26]

The way sellers
interact

Marketing and
sales staff

3 Customer management
of the interaction
between the seller and
the customer

[27]

Online media and
pandemics

14,000 tweets The high volume of
online media activities
during pandemic

6 [28]

Theoretical model
of solving
sensitivity in
social networking
sites

215 respondents Heuristic behavior
increases the
susceptibility to
phishing

[29]

Emergency and
consumer
behavior

15,000 tweets 2 Cultural differences
between consumers
during a pandemic

6 [30]

(continued)



Meta-Analysis of Research into the Issue … 691

Table 1 (continued)

Research area Research subject Research
method

Findings and results Social
media

Source

Development and
application of a
social construction
model

Exchange
students

2 Insufficient
standardization of
items, which is
observed in the visuals
of the website

[31]

Coronavirus
health crisis

1.6 mil. tweets 2 Pandemic coverage by
traditional and social
media

6 [32]

Transnational
migration and
information and
communication
technologies

Realizing business
desires using digital
platforms

2, 5 [33]

Advances in
technology and
popularity of
social networking
sites

Addiction caused by
social media

[34]

The dark side of
using social media

Gen Z 6 The harmful effect of
pandemic information
overload on social
media

[35]

Development of
corporate social
responsibility and
marketing

A pandemic for
businesses means an
opportunity to move
toward social
responsibility

5, 8, 9 [36]

Hospitality
industry

Restaurant
customers

1 The measures have
negatively affected the
restaurant industry and
brand confidence

[37]

Interdependence
of business and
society

The pandemic as an
alarm clock for
industrial enterprises

[38]

Consumer
emotions

The pandemic in
consumers evokes much
more negative feelings
such as fear, shame, and
guilt

[39]

(continued)
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Table 1 (continued)

Research area Research subject Research
method

Findings and results Social
media

Source

Communication of
hotels with
customers

Amazon
Mechanical Turk

1, 2 A more comprehensive
analysis of the
interaction between the
hotel brand and
marketing
communication

[40]

Social networks
and increasing
user involvement

1 Challenging economic
approaches in business
models

[41]

Social media skills Employers Improving relationships
through social media

[42]

The pandemic and
business activities

Consumers 1 The positive mitigating
effect of pandemic fear
on the relationship
between the impact of
perceived efficiency of
e-commerce platforms,
economic benefits, and
sustainable
consumption

[43]

Understanding
trends and
consumer
shopping behavior

BB, Gen X, Gen
Y

6 Fear is related to
changes in customer
behavior and affects
traditional shopping

[44]

Consumer
preferences in
catering
establishments

Consumers 2 Trust in the brand
represents a feeling of
security for the
customer

3, 5 [45]

Shared mobility
services

Service
consumers

6 Consequences of trust
in a shared economy

[46]

Panic shopping on
the Internet

Consumers 3 Building global
logistics through the use
of social media

[47]

Solving
pandemic-related
problems

1 Lack of technological
readiness

[48]

Consumer
interaction with
the latest
technologies

The influence of
cutting-edge
technologies on
marketing practice

[49]

Effects of the
pandemic on the
accommodation
sector

Accommodation
sector

2 Post pandemic recovery
in the hospitality
industry

[50]

(continued)
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Table 1 (continued)

Research area Research subject Research
method

Findings and results Social
media

Source

Development of
the global
economy

Pandemic as a source of
concern and long-term
effects on globalization

2 [51]

Design thinking in
times of crisis

A pandemic as a benefit
of good business
methods for the future

[52]

Identification of
different types of
uncertainty

The importance of
information uncertainty
and the growing role of
the impact of direct
communication and
social media

[53]

The effect of
social media on
customer brand
involvement

2 Social media has a
positive and significant
impact on brand and
customer involvement

[54]

Emerging markets Economic growth of
emerging markets

[55]

Use of social
media when
planning a trip

539 observations 6 Determinants predicting
the actual use of social
media

[56]

Aria project from
Facebook

1 A project that inspires a
change of focus to
competition

2 [57]

Key features and
functionality of
LinkedIn

Social media as
innovative pedagogical
frameworks for teaching
and learning

1 [58]

Ethical and private
concerns
regarding user
data

3 Social media and
involvement in
international
perspectives

[59]

Individual and
collective effects
of customers

Customers 5 Hospitality companies
should make effective
use of customer loyalty

[60]

Measuring
consumer
behavior

Customers 1 The effects of a
pandemic and the type
of product in shopping
and the change in
consumer behavior and
priorities in the current
crisis

[61]

(continued)
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Table 1 (continued)

Research area Research subject Research
method

Findings and results Social
media

Source

Customer
satisfaction and
loyalty

Customers 1 Dimension efficiency [62]

Online clothing
shopping

6 Verbal information as a
mechanism influencing
haptic display

[63]

Panic purchase 6 Excessive use of social
media intensifies the
relationship between
reports of scarcity and
perceived excitement

[64]

Areas in the
hospitality and
tourism sectors

Articles Disaster crisis
management dominated
the main crisis
management research

[65]

Consumer
self-improvement

How users can best
achieve their
self-improvement goals
with technology

[66]

The food
industry’s
response to the
pandemic crisis

Social posts 2 A new type of value
offers that entrepreneurs
experimented with

3 [67]

Machine learning
based on image
content

Public posts 2 Connecting tourist
experiences via
Instagram

3 [68]

Hospitality and
tourism during the
pandemic

Leaders in the
hospitality
industry

2 Future managers need
to be aware of evolving
practices related to
employee involvement
in multiple workplaces
roles

[69]

The sameness of
advertising in
times of crisis

The similarity of
advertising due to the
pandemic in different
areas

2 [70]

Customer
behavior in
co-creation

The influence of
customer co-creation
behavior, customer
reaction, and customer
experience value on
customer satisfaction

[71]

(continued)
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Table 1 (continued)

Research area Research subject Research
method

Findings and results Social
media

Source

Motivation for
shopping

Consumers 6 The size of the network
predicted perceived
pleasure, social
interaction, and
presence and usefulness

[72]

Key issues
affecting
organizations

Practice experts The pandemic has
forced many
organizations to
undergo significant
transformation, rethink
key elements of their
business processes, and
use technology to keep
it running

2, 6 [73]

The revolution in
the digital
economy

Pharmaceutical
org

2 It is possible to capture
and analyze large
amounts of
user-generated content
on social networks,
which will help
organizations gain an
overview of market
requirements and
improve business

6 [74]

Note Research method: 1—quantitative analysis; 2—qualitative analysis, 3—interview; 4—
research; 5—observation, 6—online survey/questionnaire. Social network: 1—LinkedIn; 2—Face-
book; 3—Instagram; 4—Pinterest; 5—WhatsApp; 6—Twitter; 7—Snapchat; 8—Skype; 9—Zoom

and the revolution in the digital economy [12, 20, 33, 41, 42, 46, 58, 72]. Artificial
intelligence has been employed to detect crises related to events in the company [23,
48]. With the growing use of social networks, phishing on online sites has begun
to grow, thus giving rise to problems, ethical and private concerns about the use of
social networks [29, 51].

3.2 Research Subjects and Research Methods

Subjects in each scientific study varied, with senior managers, hotel, and facility
managers [11, 13, 17, 69], vendors, employers, experts in various fields, profes-
sional journals, and scientific articles [14, 42, 69] dominated. Another group included
different generations of consumers, customers, students, and their tweets or social
media posts [35, 44]. Due to a large number of research studies and their research
methods, these were divided into six methods for easier understanding. The most



696 L’. Nastišin and R. Fedorko

common research analysis employed was qualitative analysis (N = 15) and quanti-
tative analysis (N = 11), followed by an interview (N = 5) and an online survey or
questionnaire (N = 6). The least used research methods were research (N = 2) and
observation (N = 2).

3.3 Social Media

Not all papers under research used social networks as a tool. Out of a total of 64
research indexed papers, only 34 studies used social networks as a data source for
research. The most used social network in the studies under review was Facebook
(N = 8) [15, 18, 19, 33, 51, 57, 70, 73]. Social networks like LinkedIn (N = 4) [11,
15, 18, 58], Instagram (N = 6) [15, 18, 19, 45, 67, 68], WhatsApp (N = 5) [15, 19,
33, 36, 45], and Twitter (N = 5) [18, 19, 28, 30, 32] have also been used frequently
in various studies. The least attention in the research was paid to the social networks
Pinterest (N = 1) [15], Snapchat (N = 1) [19], Skype (N = 1) [30], and Zoom (N =
1) [36].

3.4 Discussion and Implications

There have been countless results and findings, the most important of which is the
importance of responding to crisis situations [11, 21, 24, 34, 61, 63, 71]. With the
help of social media, relationships can be improved, and businesses promoted much
easier. All of this can have a significant impact on e-business KPIs. The pandemic has
hadmany negative effects, including high volumes of onlinemedia activity during the
pandemic period, social media dependence [34, 66], the harmful effect of pandemic-
related information overload on social media, and negative feelings, in particular
fear, shame, and guilt [29, 39, 74]. The positive impact of the pandemic includes
trust in the brand and a sense of security for the customer, good methods for business
in the future, social media positively and significantly affect brand and customer
involvement, and the similarity of advertising in different areas [37, 39, 43, 45, 54].
The pandemic has forced many organizations to undergo significant transformation,
rethink key elements of their e-business processes, and use technology to maintain
operations. It is possible to gather and analyze large amounts of user-generated
content on social networks. This information helps organizations gain insight into
market requirements and improve their business [26, 34, 74]. The abovementioned
findings are considered as the most beneficial for the social networking and branding
sector during the pandemic. When the world faced the lockdown, people limited
themselves to the four walls of their homes, increasing the time they spent on social
media platforms and behind the screens [1, 2, 4]. This yielded also some positives.
Social media kept the world connected as the harsh reality of the new normal kept
everyone physically apart. Brands and organizations were able to present themselves
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during the pandemic as lockdowns provided them with an opportunity to connect
with their audience like never before.Whenwe look at 2021, wemust understand that
2020 forever changed the way business is done [27, 28, 41, 44, 50, 57]. It is clear that
there are no effective marketing strategies without social media [9]. However, since
the beginning of the COVID-19 pandemic, we have seen an increase in the number
of users. More users mean more space for advertising and organic communication.
The proportion of users in the right age group makes it easier to choose the right
communication channel [8, 22]. Small businesses have learned a lot since the first
lockdowns, and many have made an important and successful transition to digital
technology. According to a report on the state of small businesses on Facebook,
the share of companies selling via digital channels has increased by 22% since the
first survey among the same audience in April 2020 [75]. Despite this shift, 2021
is proving to be another difficult year for small business owners as the end is not
in sight [75]. Brand identity and brand identification by customers are essential for
the development of brand loyalty. Consumers perceive that products contain the
essence of the brand [23, 46, 60, 62, 74]. These products are then considered to be
more valuable and authentic. Consumers now know materialism, social class, and
self-expression are reflected through both global and local products. Consumers also
report higher purchasing intentions when employees are close to them [34, 37, 45,
46, 54, 63, 76].

4 Conclusion

The paper made use of a meta-analytical procedure of qualitative analysis in the field
of brand building in the online space of social media as a subset of e-business during
the pandemic. The paper aimed to summarize the most interesting findings and draw
implications for practice, as well as to point out the future direction of research in
the field. These objectives have been met, and many opportunities have opened up
for future research. The biggest limitation of this analysis is the short time horizon as
the pandemic is an ongoing issue (two years now), and many facts will only become
apparent over a longer period of time. That is why there is a need to expand the
knowledge base in this field.

Funding This paper is partial output under the scientific research grant VEGA 1/0694/20—Rela-
tionalmarketing research—perception of e-commerce aspects and its impact on purchasing behavior
and consumer preferences and VEGA 1/0609/19—Research on the development of electronic and
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Nonlinear Direct Adaptive Inverse
Control Methodology Based on Volterra
Model

Rodrigo Possidônio Noronha

Abstract The main purpose of this work is to evaluate the performance of NLMS
algorithm in the design of direct adaptive inverse control (DAIC). In order to eval-
uate this proposal in nonlinear dynamics, the controller is based on Volterra model.
Since the Volterra model performs well in modeling nonlinear dynamic systems of
polynomial type, the plant model, referring to a variable dissipation electric heater,
is of the Nonlinear AutoRegressive with eXogenous inputs (NARX)-type subject to
a disturbance signal of sinusoidal type. Motivated by the goal of DAIC of tracking
the model inverse dynamics, thus it is pertinent to analyze the performance of this
algorithm.

Keywords Control based on Volterra model · MSE · NLMS · Nonlinear adaptive
inverse control · Speed convergence

1 Introduction

A complexity of great interest to scientific community of dynamical systems is non-
linearity. Among the various types of nonlinear representations, polynomial models
stand out. There are several types of nonlinear mathematical representations of poly-
nomial type, such as Hammerstein model [1], Wiener model [2], Nonlinear AutoRe-
gressive with eXogenous inputs (NARX) model [3], among others.

In [4], the direct adaptive inverse control (DAIC) control technique was proposed.
The goal of DAIC is to obtain a controller whose dynamics approximate of the plant
inverse dynamics. To satisfy this goal, the controller mathematical representation
should track the plant inverse dynamics. The tracking the inverse plant dynamics is
possible through plant inverse model identification. Some contributions to DAIC can
be seen in [4–7]. Although these contributions are important to DAIC theory, they are
focused only on the case where the plant model is linear, and thus, the mathematical
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representation of the controller is linear. It is important to note that in the presence
of uncertainties, such as an unmodeled dynamics of nonlinear type, the performance
of the controller will be deteriorated [8].

Besides the nonlinear models of polynomial type mentioned above, another non-
linear representation of polynomial type that has received a great attention is the
Volterra model. The Volterra model has been used in control systems [9], prediction
systems [10] and fault diagnostics systems [11]. By definition, a Volterra model is
represented through a general form of the impulse response, such that its mathemat-
ical representation consists of linear terms and nonlinear terms of polynomial type
[12]. Due to the characteristics mentioned in this paragraph, in this work, the DAIC is
based on Volterra model. On the other hand, an additional complexity to the Volterra
model is the determination of the number of Volterra kernels. The determination
of the number of Volterra kernels is fundamental for a satisfactory performance of
Volterramodel [12, 13]. This problem is usually addressed in the literature truncating
the Volterra model until the second kernel [14–17].

It is important to note that the performance of the estimation algorithm in the
update of the controller weight vector is of fundamental importance for tracking the
plant inverse dynamics. Since the weights of Volterra model are linear with respect
to the plant output signal, then, for example, it is possible to estimate them using a
algorithm based on stochastic gradient. This work has as main proposal to evaluate
the performance of the normalized least mean square (NLMS) algorithm in the DAIC
design. The criterion for performance evaluation is referring to convergence speed
and steady-state mean square error (MSE). The controller was applied on a plant with
nonlinearity of polynomial type, referring to a variable dissipation electric heater,
whose plant model is of the NARX-type subject to a disturbance signal of sinusoidal
type. This work is organized as follows: In Sect. 2, the mathematical representation
of Volterra model is shown; in Sect. 3, the proposed DAICmethodology is presented;
in Sect. 4, computational results obtained are shown.

2 Volterra Model

Through aVolterramodel, where q(k) is the input signal and v̄(k) is the output signal,
a nonlinear dynamic system is modeled by the following general form [14]:

v̄(k) =
+∞∑

s=1

+∞∑

s1=−∞
. . .

+∞∑

sg=−∞
as

(
s1, s2, . . . , sg

) g∏

i=1

q (k − si ) , (1)

as
(
s1, s2, . . . , sg

)
is the s-th kernel. For simplicity in the design and analysis of

DAIC, the Volterra model (1) is developed and truncated as follows:
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v̄(k) =
H1∑

s1=0

a1 (s1) q (k − s1) +
H2∑

s1=0

H2∑

s2=0

a2 (s1, s2) q (k − s1) q (k − s2) , (2)

a1(s1) is the first kernel and a2(s1, s2) is the second kernel. In (2), it is possible to
note that the Volterra model is composed of the first-order convolution summation
(corresponds to the linear terms) and the second-order convolution summation (cor-
responds to the nonlinear terms of polynomial type) [18]. Since H1 = H2 = 2, the
nonlinear terms of polynomial type have maximum degree equal to 2.

2.1 Estimation of the Weight Vector of Volterra Model
Via NLMS Algorithm

An important feature present in the Volterra model is that its kernels possess linear
weights [19]. Through NLMS algorithm, that belong to class of algorithms based on
stochastic gradient [20], the weight vector of Volterra model is estimated through
the minimization of the following cost functional:

J = ∇A(k)(l2(k)), (3)

such that the weight vector A(k) is updated as follows [19]:

A(k + 1) = A(k) − 1

2
ϑ∇A(k)(l2(k)), (4)

whereϑ is the step size, l(k) = v(k) − v̄(k) is the error obtained between the dynamic
system output signal v(k), such that v̄(k) = (A(k))TQ(k) = (Q(k))TA(k), whose
weight vector A(k) ∈ R

12×1 and the input signal vector Q(k) ∈ R
12×1 are defined

as:
Q(k) = [

q(k) . . . q(k − 2) q(k)2 q(k)q(k − 1) . . . q(k − 2)2
]

A(k) = [
a1(0) . . . a1(2) a2(0, 0) a2(0, 1) . . . a2(2, 2)

]
.

(5)

Since ∇A(k)(l2(k)) = −2l(k)Q(k), substituting it in (4), it is obtained that [19]:

A(k + 1) = A(k) − 1

2
ϑ∇A(k)(l2(k)) = A(k) + ϑl(k)Q(k), (6)

dividing (6) by (Q(k))TQ(k), it is obtained the NLMS algorithm:

A(k + 1) =
⎧
⎨

⎩
A(k) + ϑ

l(k)Q(k)

(Q(k))TQ(k)
, if (Q(k))TQ(k) �= 0

A(k), if (Q(k))TQ(k) = 0,
(7)
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3 DAIC

In this work, the output signal v(k) of a plant is defined as follows:

v(k) = T [v(k − 1), . . . , v(k − sv), q(k), q(k − 1), . . . , q(k − sq)], (8)

such that q(k) is the control signal and T [·] is a functional of polynomial type that
represents the stable nonlinear dynamics. The plant model T [·] is described through
a NARX model where sq = 1 and sv = 2, given by:

v(k) = d0,0 +
2∑

s1=1

d1,0(s1)v(k − s1) +
2∑

s1=1

d1,0(s1)q(k − s1)

+
2∑

s1=1

2∑

s2=1

d2,0(s1, s2)v(k − s1)v(k − s2)

+
2∑

s1=1

2∑

s2=1

d1,1(s1, s2)v(k − s1)q(k − s2)

+
2∑

s1=1

2∑

s2=1

d0,2(s1, s2)q(k − s1)q(k − s2),

(9)

such that d0,0, d1,0(s1), d2,0(s1, s2), d1,1(s1, s2) e d0,2(s1, s2) are the kernels.
The controller is described by the functional of polynomial type K̂ [·], as can be

noted in Fig. 1. The controller is based on Volterra model, such that its goal is to
track the inverse dynamics, where the controller weight vectorA(k) ∈ R

12×1 and the
signal output are given by:

Fig. 1 DAIC
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q(k) =
2∑

s1=0

a1 (s1) b (k − s1)

+
2∑

s1=0

2∑

s2=0

a2 (s1, s2) b (k − s1) b (k − s2) ,

(10)

A(k) = [a1(0) a1(1) a1(2) a1(2) a2(0, 0) a2(0, 1) a2(2, 1) a2(2, 2)]T . Developing
(10), the following difference equation is obtained:

q(k) = a1(0)b(k) + a1(1)b(k − 1) + a1(2)b(k − 2) + a2(0, 0)b(k)
2

+ a2(0, 1)b(k)b(k − 1) + · · · + a2(2, 1)b(k − 2)b(k − 1)

+ a2(2, 2)b(k − 2)2,

(11)

b(k) is the reference signal. Rewriting (11), it is obtained that:

q(k) = (B(k))TA(k) = (A(k))TB(k), (12)

B(k) = [b(k) . . . b(k − 2) b(k)2 b(k)b(k − 1) . . . b(k − 2)b(k − 1) b(k − 2)2]T ∈
R

12×1.
In this work, the update ofA(k) through NLMS algorithm is performed only after

the error e(k) being obtained [4]. The error e(k) is obtained after the update of the
weight vector F(k) ∈ R

12×1 of the estimated plant model described by the functional
of polynomial type T̂ [·], whose signal output is given by:

v̄(k) =
2∑

s1=0

f1 (s1) q (k − s1) +
2∑

s1=0

2∑

s2=0

f2 (s1, s2) q (k − s1) q (k − s2) , (13)

F(k) = [ f1(0) f1(1) f1(2) f2(0, 0) f2(0, 1) . . . f2(2, 1) f2(2, 2)]T . Developing (13)
it is obtained that:

v̄(k) = f1(0)q(k) + f1(1)q(k − 1) + f1(2)q(k − 2) + f2(0, 0)q(k)2

+ f2(0, 1)q(k)q(k − 1) + · · · + f2(2, 1)q(k − 2)q(k − 1)

+ f2(2, 2)q(k − 2)2,

(14)

rewriting (14), it is obtained that:

v̄(k) = (Q(k))TF(k) = (F(k))TQ(k), (15)

Q(k) = [q(k) q(k − 1) q(k − 2) q(k)2 q(k)q(k − 1) . . . q(k − 2)q(k − 1) q(k −
2)2]T ∈ R

12×1.
In this work, to perform the update of F(k), previously, it is obtained the residual

error em(k) [4]. According to Fig. 1, since em(k) = v(k) − v̄(k), it is obtained that:
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em(k) = d0,0 +
2∑

s1=1

d1,0(s1)v(k − s1) +
2∑

s1=1

d1,0(s1)q(k − s1)

+
2∑

s1=1

2∑

s2=1

d2,0(s1, s2)v(k − s1)v(k − s2)

+
2∑

s1=1

2∑

s2=1

d1,1(s1, s2)v(k − s1)q(k − s2)

+
2∑

s1=1

2∑

s2=1

d0,2(s1, s2)q(k − s1)q(k − s2)

−
2∑

s1=0

a1 (s1) q (k − s1)

−
2∑

s1=0

2∑

s2=0

a2 (s1, s2) q (k − s1) q (k − s2) .

(16)

With the update of F(k) obtained through NLMS algorithm, the error e(k) is
obtained as:

e(k) =
2∑

s1=0

f1 (s1) eb (k − s1) +
2∑

s1=0

2∑

s2=0

f2 (s1, s2) eb (k − s1) eb (k − s2) , (17)

developing (17), it is obtained that:

e(k) = f1(0)eb(k) + f1(1)eb(k − 1)

+ f1(2)eb(k − 2) + f2(0, 0)eb(k)
2

+ f2(0, 1)eb(k)eb(k − 1) + · · · + f2(2, 1)eb(k − 2)eb(k − 1)

+ f2(2, 2)eb(k − 2)2,

(18)

rewriting (18), it is obtained that:

e(k) = (Eb(k))TF(k) = (F(k))TEb(k), (19)

Eb(k) = [eb(k) eb(k − 1) eb(k − 2) (eb(k))2 eb(k)eb(k − 1) . . . eb(k − 2)eb(k −
1) (eb(k − 2))2]T ∈ R

12×1 and the reference error eb(k) = b(k) − v(k).
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4 Computational Results

Through the computational results that will be presented, the objective is to analyze
the performance of NLMS algorithm, on a plant referring to a variable dissipation
electric heater, with respect to the DAIC design. The NARX model is described
below [21]:

v(k) = 0.0013 − 0.5698v(k − 1)

− 0.1253v(k − 2) − 0.2092q(k − 1)

+ 0.2063q(k − 2) − 1.407q(k − 1)v(k − 1)

+ 0.8841q(k − 2)v(k − 1) + 1.1571q(k − 1)v(k − 2)

− 1.3491q(k − 2)v(k − 2) + 0.6784q(k − 1)2

+ 0.1119q(k − 1)q(k − 2) + 0.4146q(k − 2)2.

(20)

In this simulation, Ta = 0.025 s was the sampling period used. In addition, 81,000
samples were used to perform the performance analysis of NLMS algorithm. For a
satisfactory plant model, inverse identification, A(k) and F(k) were set equal to:

A(k) = [a1(0) a1(1) a1(2) a2(0, 0) a2(0, 1) a2(0, 2) a2(1, 1) a2(1, 2) a2(2, 2)]T
F(k) = [ f1(0) f1(1) f1(2) f2(0, 0) f2(0, 1) f2(0, 2) f2(1, 1) f2(1, 2) f2(2, 2)]T .

(21)
The results that were obtained using the NLMS in the DAIC design based on

Volterra model were compared with the results obtained using the LMS. For a fair
comparison, with respect to the two algorithms, ϑ = 0.001. It is important to note
that the analysis, for standardization of results, was performed with respect to update
of A(k). Thus, since the update of the controller weight vector was performed as
a function of the plant model inverse identification, the convergence speed of A(k)
was analyzed as a function of the convergence speed of v(k) to b(k). With respect
to the steady-state MSE, the performance analysis was performed by means of MSE
of e(k).

In Fig. 2, the disturbance signal of sinusoidal type n(k) is shown. The signal v(k),
which is the plant output, obtained through NLMS and LMS algorithm is shown
in Fig. 3. It is possible to note that v(k) obtained by means of NLMS developed
a satisfactory convergence to b(k), considering n(k) added to q(k), with respect to
convergence speed. The obtained results demonstrate the satisfactory performance of
NLMSalgorithm in the update ofA(k) through the plantmodel inverse identification.

In addition, the superior performance obtained by the NLMS algorithm with
respect to convergence speed is maintained also for the steady-state MSE, as can be
noted in Fig. 4. ThroughFig. 5, it is possible to note the control signal developed by K̂.
Thus, it is possible to affirm that the NLMS algorithm develops a better performance
in the DAIC design based on Volterra model.
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Fig. 2 Signal n(k)

Fig. 3 Signal v̄(k)

Fig. 4 MSE

Fig. 5 Signal q(k)
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5 Conclusion

The purpose of this work was to perform the performance analysis of NLMS algo-
rithm with respect to the DAIC design based on Volterra model applied to a variable
dissipation electric heater. Through the comparison of results obtained, considering
the disturbance signal of sinusoidal type, it was possible to note the superior per-
formance of NLMS algorithm. In addition, through the proposed methodology, it
is possible to conclude that the controller performs satisfactorily in the control of
nonlinear dynamics of polynomial type.
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via Machine Learning Approach: With
Financial and ESG Data
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Abstract ESG is short for “environmental, social, and governance” and it has been
widely used as an indicator for investment. Investment firms asserted that they would
incorporate the ESG indicator into their portfolio. Therefore, various AI approaches
were applied to analyze the relationship betweenESG and the benefit of the company.
However, the adversarial attacks on AI models were prominent these days, and they
could badly affect financial performance. This research aims to alert the danger of the
attack and how to detect the anomaly data. The experiment involves two stages and
focuses on classification performance and detecting noise data, respectively. In the
first stage, it revealed that the accuracy of the classification on the noise dataset could
drop almost 15% compared to the ordinary dataset. In the second stage, local outlier
factors and isolation forest algorithms were applied to detect the noise data and they
revealed 95.156%and84.1% for detecting, respectively. These experiments yield that
even tiny values of noise could influence the result significantly, and suggest a way
to detect them. The limitation of this research is that it only conducts uncomplicated
binary classification, and could not propose a way to defend the attack or filter
the noise. Further research should be conducted to apply these algorithms to more
sophisticated classification or regression. However, it is still worthwhile that this
research could alert the risk of the adversarial attack on AI models, and suggest a
probability of applying the proposed model to other fields of research.
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1 Introduction

1.1 Background

ESG is short for “environmental, social and governance” and it has been used as
an indicator for the investor to evaluate the corporate behavior of the companies
and determine whether to invest or not. The aim of the ESG term is to prevent
various risks which could arise from each value. The representative examples of
the environmental risks are climate impact, pollution, and environmental resources.
Social risk includes social activities of the company, such as protecting human rights
and focusing on product integrity. Lastly, governance risks refer to how companies
run, including corporate risk management, protecting stakeholders, and excessive
executive compensation [1].

Furthermore, not only preventing those risks, some people suggest that strong
ESG performance could bring benefit to companies and investors. For example, some
investment consulting companies claimed that they would measure the companies
based on the ESG criteria and a plentiful amount of investment firms also integrated
the ESG indicator into their portfolio [2].

In recent years, adversarial attacks in machine learning have been a growing
threat to AI and machine learning researchers. The most prevalent type of attack is
the evasion attack, which modulates the machine learning classification model in
a way that is difficult to identify with the human eye, and eventually causes errors
[3]. As various artificial intelligence algorithms including machine learning and
deep learning algorithms were applied in various fields, these attacks could trigger
financial fraud, drone strikes, and errors in autonomous driving [4]. Therefore, AI
researchers should always keep in mind the danger of these attacks. The graph below
exhibits that ESG is quite an important factor when choosing investments, based on
gender, age, political background, and ethnicity. Figure 1 shows how important is
ESG ranking when people choose investments, and most people answer that ESG is
significant.

1.2 Objective

As the machine learning adversarial attacks have increased these days, the objective
of this paper is to inform how the attack could influence the performance of the
model with the financial dataset, and how to detect them. The experiments involve
two stages. In the first stage, various machine learning algorithms were applied
to classify the given dataset, whether those investments were good or bad. Then,
Gaussian noise was added to the dataset, with the aim of figuring out how the noise
could affect the performance of the same machine learning algorithms. In the second
stage, anomaly detection algorithms are applied to detect the noisy data. The dataset
ismodified to contain noisy or normal values for the detection and it contains only 1%
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Fig. 1 American investors’ responses in a survey [5]

of the noise data. Through this research, this paper could alert people how dangerous
adversarial attack is and how to detect them efficiently.

2 Related Works

The aim of this paper is to solve the noise problem in credit risk classification. The
research contains three different stages. The first stage includes introducing four
indicators for the evaluation of the noise. Then, in the second stage, different noise
levels are split based on the dual-voting results of the noise level. In the last stage,
four learning strategies were applied to the dataset with different strategies. Then,
principal component analysis (PCA), linear discriminant analysis (LDA), multidi-
mensional scaling (MDS), kernel PCA (KPCA), and restricted Boltzmann machine
(RBM) were applied, respectively. The dataset contains the Japanese credit, which
is from the UCI Machine Learning Repository, and German credit, which is also
from the same website. The result of the experiment yields that dual-voting-based
learning paradigm one performed better than the other strategies [6].

Margot et al., conducted research to figure out the relationship between ESG
profiles and financial performances for companies in a large investment universe.
The dataset was obtained from the capitalization-weighted MSCI World Index USD
and the portfolios were calculated in USD. Stock prices were derived from Thomson
Reuters/Datastream. A machine learning algorithm was applied in order to find out
the pattern between ESG ratings and financial performances, and the result exhibited
that the Positive ML Screening algorithm, which was suggested by Margot et al.,
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outperformed the other portfolios. Through this research, a novel approach to ESG
behavior and the economy was figured out [7].

Lucia et al., conducted research to figure out whether ESG company’s practices
will bring better financial performance. The dataset involved 1038 public compa-
nies in Europe, which was obtained from Thomson Reuters Eikon. Various machine
learning algorithms, such as random forest, support vector regression, ridge regres-
sion, and inferential model, were applied for the research, and the result revealed
an accurate prediction of ROE and ROA values, which can be concluded that there
exists a relationship between ESG practices and the financial indicators [8].

3 Prior Work

The prior research was conducted to detect fraudulent transactions from the credit
card, based on deep learning methods. As the dataset contains 9.83% of normal data
and 0.17% of fraud data, anomaly detection algorithms should be applied. There-
fore, the proposed model consists of Bi_LSTM_autoencoder and isolation forest
algorithm. The hybrid autoencoder acted as a filter for the unbalanced dataset, and
the isolation forest algorithm finally found the outliers. The proposed algorithms
achieved 87% detection accuracy and this score was higher than the other anomaly
detection algorithms. Furthermore, when combined with bidirectional LSTM-based
autoencoders, it revealed a higher probability of detecting a fraudulent transaction
compared to solely used algorithms [9].

4 Materials and Methodology

4.1 Data Description

The dataset was obtained from the Kaggle website, which is available
at https://www.kaggle.com/imanolrecioerquicia/400k-nyse-random-investments-fin
ancial-ratios. The dataset includes various financial features, such as “EPS_ratio,”
“inflation,” “roe_ratio,” and “expected_ratio,” which are collected from more than
400,000 random investments about the NYSE market during the last 10 years.
Furthermore, this dataset also involves ESG ranking, which has been a significant
indicator these days. The total number of data is 405258, and it does not contain any
missing values [10].

https://www.kaggle.com/imanolrecioerquicia/400k-nyse-random-investments-financial-ratios
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4.2 Exploratory Data Analysis

Through exploratory data analysis (EDA), we could figure out the relationship
between certain variables. For instance, Fig. 2 shows the distribution of the “invest-
ment” column, compared to the “ESG_ranking” values, and it could be determined
that there does not exist any obvious relationship between the two variables. Further-
more, Fig. 3 exhibits the density of the “ESG_ranking,” and it could be explained
that the variable mostly contains high and low-ranking ones.

As the given dataset contains plentiful variables, a correlation function was
applied for the feature selection. Through the correlation function, “Volatility_Buy,”
“expected_return,” “nomina_return,” “NetProfitMargin_ratio,” and “current_ratio”
were selected. Furthermore, the “ESG_ranking” variable was also added because
it has been a hot issue around the world recently. Figure 4 exhibits the correlation

Fig. 2 Distribution of the “investment” variables compared to “ESG_ranking”

Fig. 3 The density of the
ESG_ranking variable
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Fig. 4 Correlation heatmap
among selected variables

among the selected variables. However, no significant correlation was found when
they were paired with the “investment” value.

Jointplot from the “seaborn” library was also applied for the EDA. The joint plot
exhibits the bivariate and univariate graphs from the two variables. However, from
the figures below including Figs. 5, 6, and 7, they did not yield any relationship
between the part of selected variables and “investment.”

Fig. 5 Jointplot between
“ESG_ranking” and
“investment”
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Fig. 6 Jointplot between
“current_ratio” and
“investment”

Fig. 7 Jointplot between
“nomina_return” and
“investment”

4.3 Light Gradient Boosting Machine

Light gradient boosting machine (LGBM) was a novel boosting algorithm, which
was developed to solve the downsides of other existing boosting algorithms including
gradient boosting and extreme gradient boosting (XG boosting). Those algorithms
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could not yield high performance when dealing the dataset with the high dimen-
sion, as they consumed pretty much time for the computation. Therefore, two novel
approaches were applied to the LGBM, which are gradient-based one-side sampling
(GOSS) and exclusive feature bundling (EFB). GOSS is a technique based on the
idea that data objects with large gradients play a greater role in information gain.
Therefore, variables with large gradients are maintained, while variables with small
gradients are randomly removed by a certain probability. EFB is a method that
bundles the mutually exclusive variables. This method is applicable when the given
dataset has a sparse variable space, including one-hot encoding. Through EFB, the
mutually exclusive variables could be merged into one variable, and it could enhance
the computation speed, and reduce memory usage [11].

4.4 Local Outlier Factors

Local outlier factors (LOF) represent the degree to which each observation deviates
from the data (outlier). The most important feature of LOF is not to consider all data
as a whole, but to use the neighbor of the observation to determine the degree of
an outlier from a local perspective. For computing the LOF, it needs three values,
which are k-distance, reach-distance, and local reachability density (LRD), per each.
K-distance denotes the distance between a data point and its k-neighbors. Reach-
distance indicates that when p is the maximum value of two variables, distance
is calculated from the point q. Lastly, LRD is the reciprocal of the k-neighbor’s
reach-distance mean for point p, which means that it can represent how dense the
neighborhood is around point p. LOF has the advantage of having to determine only
a hyper-parameter called k, which indicates how much surrounding data to consider
[12].

5 Results

5.1 Experiment #1

For the first stage of the experiment, various machine learning algorithms, including
decision tree, logistic regression, gradient boosting, adaptive boosting, random forest,
XG boosting, LGBM, and extra tree were applied. Before using those models, all
datasets were normalized through a robust scaler and string values were labeled
through a label encoder. The result shows that most of the classifiers performed well
through obtaining higher than 90%, and only logistic regression achieved 67.51%
of accuracy (refer Fig. 8). Particularly, LGBM, extra tree, gradient boosting, and
decision tree yielded higher than 99% of accuracy. However, after applying Gaussian
noise to the training dataset, the overall accuracy of the classifiers was decreased.
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Fig. 8 Accuracy comparison with the ordinal dataset

Fig. 9 Accuracy comparison with noise added dataset

The highest accuracy was 88.5% from LGBM, which dropped from 99.5%, and
those other algorithms which performed higher than 99% fell by nearly 15% of
accuracy (refer Fig. 9). These results exhibit the impact of the noise data was critical,
which decreased the accuracy of the proposed machine learning models sharply.
Furthermore, it also yielded a potential danger of noise data, which can be triggered
from the adversarial attack.

5.2 Experiment #2

After the classification, the dataset was modified slightly in order to conduct an
experiment for detecting the noise data. Therefore, the “investment” column, which
was the previous target column, was deleted and then the new column “noise” was
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added. The “noise” column only contained values of 1 and 0, and they indicated noise
and normal data, per each. It contains only 1% of the noise data and the rest of it is
normal data, as shown in Fig. 10. Two representative anomaly detection algorithms,
which are local outlier factors (LOF) and isolation forest (IF), are utilized to detect
the noise data. IF showed that the accuracy of the unsupervised anomaly detection
model on the test set was 84.1%, while LOF yielded 95.156%. Furthermore, Figs. 11
and 12 show a confusion matrix from each outcome. This result indicated that even
if the dataset contains noise data, from the adversarial attack, it can be detected
efficiently throughout these algorithms.

Fig. 10 Number of each
value, which belongs to the
“noise” column

Fig. 11 Confusion matrix of
the isolation forest
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Fig. 12 Confusion matrix of
the local outlier factors

6 Discussion

6.1 Principal Finding

The aim of this research is to alert people that the adversarial machine learning
attack could diminish the performance of the machine learning models. Through two
different experiments, the research firstly showed how seriously simple noise data
could affect the performance of the models. Furthermore, by suggesting the isolation
forest and local outlier factors, this paper suggests the possibility of detecting the
noise data. Through these experiments, it could be concluded that even though very
small values of noisewere applied, the effect on the resultwas tremendous. Therefore,
this research showed a possibility that enormous risk could happen in the real world
with little noise in the real portfolio. This research could lead to enhanced, various
further researches which could deal with the more sophisticated adversarial machine
learning attack.

6.2 Limitation

Even though the proposed experiments were quite successful, there still exist some
limitations. First of all, this research could propose the detecting algorithm for the
noise data, but could not suggest how to filter the noise data to recover the accuracy
score. Furthermore, as this paper suggests the effect of the noise on simple binary
classification, further researchers should cover more sophisticated classification
problems or regressions which could be more related to real-world problems.
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7 Conclusion

In order to notify how dangerous, the adversarial machine learning attack is,
this paper conducted two different experiments. In the first experiment, numerous
machine learning algorithms were utilized to calculate the accuracy score of the
classification, whether it was a good investment or not. With the ordinal dataset,
which involves “Volatility_Buy,” “expected_return,” “nomina_return,” “NetProfit-
Margin_ratio,” “current_ratio,” and “ESG_ranking,” most of the classifiers achieved
higher than 90%of accuracy. However, after spreading the noise into the dataset,
the performance decreased dramatically, which revealed that the highest accuracy
was only 88.5%, which dropped from 99.5%. In the second experiment, the dataset
was slightly altered to detect the noise data. LOF and IF yielded 95.156 and 84.1%
of the accuracy of the unsupervised anomaly detection model on the test set. Even
though this paper involved the limitation that it only conducted very simple binary
classification and could not suggest how to recover the accuracy of the classifiers
through using filters, the result is still worthwhile in alerting the danger of the attack
and how to detect the noise data.
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Positioning Comparison Using GIM,
Klobuchar, and IRI-2016 Models During
the Geomagnetic Storm in 2021

Worachai Srisamoodkham, Kutubuddin Ansari ,
and Punyawi Jamjareegulgarn

Abstract This paper compares the positioning accuracy obtained from the GIM
VTEC, the Klobuchar model, and the IRI-2016 model at Chiang Mai and DPT9
stations, Thailand, during an intense geomagnetic storm of 2021 (on May 12, 2021).
The results show that the diurnal variation of theKlobucharmodeledVTECs show the
same trend as that of the observedGIMVTECswith the samepeaks and themaximum
deviation of 22.5% at 05:00 UT. Meanwhile, the IRI2016-predicted VTECs show its
peak at 07:00 UT and are not available obviously during 13:00–21:00 UT due to the
impact of this intense geomagnetic storm. Most of the ionospheric delays obtained
from the Klobuchar model underestimate those of the GIM VTEC, whereas they
overestimate those of GIM VTEC during after midnight and pre-sunrise period.
At both stations, the mean ionospheric range delays of the GIM VTEC are highest
during daytime periodwhile those of the IRI-2016model are largest during nighttime
period. The positioning errors at higher latitude (CHMA station) are larger than those
at lower latitude (DPT9 station).

Keywords GIM TEC · IRI-2016 model · Klobuchar model · Positioning

1 Introduction

The ionosphere is a layer of Earth’s upper atmosphere ranging from 50 to 1,000 km. It
is characterized by highly dynamical plasma densitywhere the free ions and electrons
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affect largely both the refraction and the retardation of satellite signals. Hence, the
ionospheric delay is one of the main error sources of the global navigation satellite
systems (GNSSs), for example, GLONASS, Galileo, Beidou, QZSS, and GPS, etc.,
which have been employed increasingly for numerous applications. The ionospheric
delay is proportional to the total electron content (TEC) along the line of sight (LOS),
and inversely proportional to the signal frequency. Generally, the ionospheric error
covers from a few meters to tens of meters at the zenith and can increase beyond
100 m under extreme space weather situations. The violence of delay errors relies on
time of day, location, season, solar cycle, and other anomalies and irregularities [1–3].
The estimation failures of the ionospheric error make both the cycle slip correction
and the ambiguity resolution more difficult and result in positioning errors in long
baseline solutions [4]. It iswell known that the ionospheric delay can be eliminated by
using rangemeasurements for any dual-frequency GNSS receivers. In contrast, it can
be compensated to get the actual positions using the ionospheric models for single-
frequency GNSS receivers. Models using ionospheric parameters broadcasted along
with navigation messages have been widely employed to mitigate the ionospheric
influences on signal propagation for the users of single-frequency GNSS receivers.

The ionospheric delay can be mitigated up to different levels based on various
ionospheric error mitigation techniques. Themain solution to neglect the ionospheric
effects can be conducted by considering the GNSS observation during nighttime
period, which assumes that the ionospheric condition is almost quiet. The most
widely used model for single-frequency GPS receiver is the Klobuchar model [5].
Klobuchar developed an algorithm to give 50% root mean square correction for the
ionospheric delay. The coefficientswere computed from an empiricalmodel of global
ionospheric behaviors as functions of solar activity and time of year and broadcasted
through the GPS navigation message. It can be used to compute a slant ionospheric
delay to each satellite at various elevation and azimuth directions that are then applied
to determine the final pseudoranges. However, the accuracy of Klobuchar model is
deteriorated because of the intensities of solar activity and geomagnetic storm.

Thailand is located close to the geomagnetic equator within the equatorial ioniza-
tion anomaly (EIA) region at ± 15° in latitude where the TEC often fluctuates
and can be affected by the geomagnetic storm. So, the positioning accuracy can be
deteriorated at the EIA region [6]. Hence, this paper is aimed to identify the posi-
tioning accuracy of Klobuchar model and IRI-2016 model during the most intense
geomagnetic storm of this year till now (on May 12, 2021) over Thailand region.

2 Data Used

The raw data on an intense geomagnetic storm of year 2021 (storm level G3, Ap
= 42 and Kp = 7 between 12:00 and 18:00 UT) were gathered from the GNSS
stations at Chiang Mai, namely CHMA (lat. 18.84°N, long. 98.97°E) and DPT9 (lat.
13.76°N, long. 100.57°E) stations from Department of Public Work and Country
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Planning. Afterward, the raw data were converted to the RINEX (Receiver Indepen-
dent Exchange Format) files which include the navigation data, observation data, and
Klobuchar coefficients. This information was employed to estimate the ionospheric
delay as described in the next section. Moreover, the vertical total electron content
(VTEC) values from Global Ionospheric Model (GIM) map were also employed
in this paper that can be downloaded through a web site: https://urs.earthdata.nasa.
gov/. Likewise, the VTEC values obtained from the IRI-2016 model were also used
to compare with the GIM VTEC and Klobuchar modeled VTECs and can download
from a web site: https://ccmc.gsfc.nasa.gov/modelweb/models/iri2016_vitmo.php.

3 Ionospheric Delay

Firstly, we start computing the ionospheric delay ofKlobucharmodel. TheKlobuchar
model has been utilized to compensate the GPS positioning accuracy for single-
frequency GPS users since 1987. The GPS satellites broadcast eight coefficients of
the Klobuchar model to estimate the ionospheric delay using two main issues as
follows: (a) the electron content is assumed to be concentrated as a thin layer at
the height of 350 km and (b) the slant delay is computed from the vertical delay at
the ionospheric pierce point (IPP) multiplying by an obliquity factor. Mathematical
equations for computing the ionospheric delay of Klobuchar ionospheric model can
be thoroughly found in [7]. Here, we show shortly the equation to compute vertical
ionospheric time delay (Id) of L1 frequency (1.575 MHz) in unit: ns as follow:

Id_ Klo =
{[

5 · 10−9 + AI ·
(
1 − X2

I
2 + X2

I
24

)]
; |XI | ≤ 1.57

5 · 10−9 ; |XI | > 1.57
(1)

where AI and XI are the amplitude and phase of the ionospheric delay, respectively.
Afterward, theVTECofKlobucharmodel (VTECKLO) can be computed as follow.

VTECKLO = Id_ klo · c · f 2L1
40.3

(2)

where c is the light velocity.
Secondly, the GIM VTEC data (VTECGIM) are routinely computed and stored in

a large database owned by International GNSS Service (IGS). The ionospheric delay
based on GIM VTEC data can also be determined by the following expression.

Id_ GIM = 40.3 × VTECGIM

c · f 2L1
(3)

https://urs.earthdata.nasa.gov/
https://ccmc.gsfc.nasa.gov/modelweb/models/iri2016_vitmo.php


728 W. Srisamoodkham et al.

Thirdly, the IRI VTEC data (VTECIRI) are also retrieved from a large database
owned by the NASA and NSF organizations. The ionospheric delay based on IRI
VTEC data can also be calculated by the below expression.

Id_ IRI = 40.3 × VTECIRI

c · f 2L1
(4)

As for Eqs. (3) and (4), we assume that theGNSS receivers can receive and process
the VTECGIM and VTECIRI values and employ them to compute the Id_GIM and Id_IRI
values, respectively.

4 Ionospheric Range Delay

The ionospheric range delay (Ir) of each considered model can be computed as
follow.

Ir∗ = Id∗ × c (5)

where Id* represent the ionospheric delays of the observed GIM VTECs, the
Klobuchar modeled VTECs, and the IRI2016-predicted VTECs, respectively; then,
the Ir* denote the respective ionospheric range delays (i.e., Ir_GIM, Ir_KLO and Ir_IRI).

5 Results and Discussion

As for our experiments, we start calculating the ionospheric delays and VTEC values
for all GNSS constellations at both CHMA and DPT9 stations over Thailand region
during the most intense storm of year 2021 till now (on May 12, 2021). We find
that the QZSS constellations can provide the best Klobuchar modeled VTEC values
that behave the same trend as the GIM VTEC values. Therefore, all parameters
related to the Klobuchar model in this paper are owned by the QZSS constellations.
Firstly, the VTEC values obtained from the observed GIM, the Klobuchar model,
and the IRI-2016 model are processed and analyzed. Their VTEC results are shown
in Fig. 1 and Table 1. It is seen that the diurnal variation of the Klobuchar modeled
VTECs shows the same trend as that of the observed GIM VTECs with the same
peaks and the maximum deviation of 22.5% at 05:00 UT (12:00 LT). Meanwhile, the
IRI2016-predictedVTEC values show differently its peak at 07:00UT. Also, they are
not available during 13:00–21:00 UT due to the impact of this intense geomagnetic
storm.
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Fig. 1 The studied VTEC values obtained from CHMA and DPT9 on May 12, 2021

Table 1 The VTEC statistics (unit: TECU) of the observed GIM VTEC, Klobuchar model, and
IRI-2016 models at Chiang Mai and DPT9 stations on May 12, 2021

Periods VTEC statistics
(occurrence time)

Chiang Mai station

Observed GIM Klobuchar IRI-2016

Daytime Max. VTEC 77.75 (5 UT) 69.28 (5 UT) 50.3 (7 UT)

Min. VTEC 8.16 (0 UT) 7.73 (0 UT) 11.6 (0 UT)

Nighttime Max. VTEC 14.00 (16 UT) 11.49 (17 UT)

Min. VTEC 2.03 (22 UT) 5.72 (23 UT) –

DPT9 station

Daytime Max. VTEC 79.66 (5 UT) 61.73 (5 UT) 37.9 (9 UT)

Min. VTEC 6.90 (0 UT) 6.90 (0 UT) 11.8 (0 UT)

Nighttime Max. VTEC 13.29 (15 UT) 12.11 (17 UT) –

Min. VTEC 2.26 (22 UT) 4.65 (23 UT) –
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At both stations, the ionospheric delay statistics of the observed GIM are mostly
higher than those of the Klobuchar model and the IRI-2016 model during the storm
day. However, the ionospheric delays during the whole day at CHMA station are
mostly larger than those at DPT9 station as shown in Fig. 2 and Table 2. It can be
seen obviously that the ionospheric delays during daytime period are bigger than
those during nighttime period because of the existence of photoionization process.
Refer to the ionospheric delay differences between the GIM and Klobuchar models
of these two stations, the maximum and minimum values during daytime period
are about 4.59–9.70 ns around 5:00 UT and about 0.00 ns at 0:00 UT, respectively.
Meanwhile, those values during nighttime period are smaller of 2.41–3.38 ns around
13:00 UT and about 0.00 ns at different hours, respectively. It is worthy to note that
most of the ionospheric delays obtained from the Klobuchar model underestimate
those of the GIM VTEC, whereas they overestimate those of GIM VTEC between
17:00 UT and 23:00 UT (00:00–06:00 LT). These results are good agreements with
the results of Jongsintawee et al. [8].

Fig. 2 The studied ionospheric delays for CHMA and DPT9 stations on May 12, 2021
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Table 2 The ionospheric delays (unit: ns) of the GIM VTEC, Klobuchar model, and IRI-2016
models at Chiang Mai and DPT9 stations on May 12, 2021

Periods Ionospheric delay statistics (Id) Chiang Mai station

observed GIM Klobuchar IRI-2016

Daytime Max. Id 42.08 37.50 27.22

Min. Id 4.42 4.18 6.28

Mean Id 22.41 19.11 19.50

Nighttime Max. Id 7.58 6.22 –

Min. Id 1.10 3.10 –

Mean Id 5.09 4.76 –

DPT9 station

Daytime Max. Id 43.11 33.41 20.51

Min. Id 3.73 3.73 6.39

Mean Id 21.02 17.78 15.64

Nighttime Max. Id 7.20 6.55 –

Min. Id 1.22 2.51 –

Mean Id 4.59 4.57 –

As for the ionospheric range delays, the studied results are similar to the results
of the ionospheric delays shown in Fig. 3 and Table 3. During daytime, the aver-
aged range delays of the GIM VTEC are highest at both stations, while the aver-
aged range delays of the IRI-2016 model are largest during nighttime period at
both stations. Moreover, during daytime, the Ir_GIM, Ir_KLO and Ir_IRI at both stations
behave the decreasing trend, respectively, as a result of the orderly lower VTEC
values. Meanwhile, during night time period, the Ir_IRI values seem to be highest as
compared to Ir_GIM and Ir_KLO, although the IRI-2016 data are not available on this
geomagnetic storm. It can be seen clearly that the positioning errors at higher latitude
(CHMA station) are larger than those at lower latitude (DPT9 station) as reported in
Jongsintawee et al. [8].

6 Conclusion

This paper compares the positioning accuracy obtained from the GIM VTEC,
Klobuchar model, and the IRI-2016 model at Chiang Mai and DPT9 stations over
Thailand region during an intense storm on May 12, 2021. The VTEC variations of
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Fig. 3 The studied ionospheric range delays for CHMA and DPT9 stations on May 12, 2021

GIM map behave the same trend as those of the Klobuchar model, so the iono-
spheric delays and the ionospheric range delays behave the same trends as the
VTECs. The results show that theKlobucharmodel is suitably employed for compen-
sating the ionospheric delays during 07:00–23:00 LT, whereas it should be improved
during 00:00–06:00 LT due to the estimation beyond the GIM VTEC. Moreover, the
IRI2016-predicted VTECs should be improved to be higher during daytime period
and be more robust during the intense geomagnetic storm.
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Table 3 The ionospheric range delays (unit: m) of theGIMVTEC,Klobucharmodel, and IRI-2016
models at Chiang Mai and DPT9 stations on May 12, 2021

Periods Ionospheric range delay statistics (Ir) Chiang Mai station

observed GIM Klobuchar IRI-2016

Daytime Max. Ir 12.62 11.25 8.17

Min. Ir 1.32 1.26 1.88

Mean Ir 6.72 5.73 5.85

Nighttime Max. Ir 2.27 1.87 –

Min. Ir 0.33 0.93 –

Mean Ir 1.53 1.43 –

DPT9 station

Daytime Max. Ir 12.93 10.02 6.15

Min. Ir 1.12 1.12 1.92

Mean Ir 6.31 5.33 4.69

Nighttime Max. Ir 2.16 1.97 –

Min. Ir 0.37 0.75 –

Mean Ir 1.38 1.37 –
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Wearable Patch Antennas on Fr4, Rogers
and Jeans Fabric Substrates
for Biomedical Applications

Regidi Suneetha and P. V. Sridevi

Abstract Wearable antennas with dimensions of 24.5 × 15 × 1.6 mm3 for biomed-
ical applications are designed on FR4, Rogers RT/Duroid 5880 and jeans fabric
substrate for stroke imaging applications. These antennas accomplish the ease of
wearability in daily wear accessories like watches, helmets and pockets with flexi-
bility in antennas’ orientation due to omnidirectional radiation pattern. The structure
is simple, miniaturization is also attained due to defected ground structure and slots
insertion in Fr4 and Rogers RT/Duroid 5880 substrate models, and partial ground is
used in the case of jeans fabric substrate. All three antennas are performing well for
biomedical applications like patientmonitoring andmicrowave imaging applications.

Keywords Biomedical applications · Body centric communication · Microwave
frequencies · Microwave imaging · Wearable antenna

1 Introduction

In the modernized world of communication systems, radiofrequency (RF) devices
need to be of small sizewith productivemicrowave circuits [1]multiband applications
of present-day wireless communication systems [2, 3]. Broadband type and multi-
band type are the kinds of antennas covering different bands of frequency ranges.
Compared to a wideband antenna, a multiband antenna is operating at numerous
desired frequency bands. Advanced study ofmicrowaves due to the number of advan-
tages, high accessibility, low attenuation with non-ionizing radiation dispenses more
feasible methods of stroke [4] and microwave imaging [5, 6]. Microwave medical
imaging is an advanced tool used to diagnosedistinguishdifferent deadlydiseases like
cancer. It uses electromagnetic radiation of 0.3–9.0 GHz frequency range. Due to the
limited availability of machinery like computed tomography (CT scan) andmagnetic
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resonance imaging (MRI) with precarious radiation effects owing to ionization espe-
cially for patients with long-term usage, microwave imaging presents revolutionary
results with more ease at low cost.

A wide range of different types of antennas are being proposed throughout the
research. Different kinds of antennas like dipole antennas, slot dipole antennas [7],
loop antennas [8] and helical folded dipole [9] are used in patientmonitoring systems.
Due to low profile, planar constitution, low volume and lightweight with ease of
fabrication at low cost allow microstrip patch antennas for wide usage in wireless
communication systems applications.

In this paper, microstrip patch antennas using Fr4 substrate, Rogers RT/Duroid
5880 substrate and jeans fabric substrate are discussed with dimensions of 24.5× 15
× 1.6 mm3 for biomedical applications like stroke imaging in the frequency range
between 1–10 GHz.

2 Design of the Antennas

The antennas are designed and simulated using HFSS software. The dimensions of
the conventional microstrip patch antenna can be designed using equation [1].

The effective dielectric constant of the substrate is

εeff = 1

2

(
εr + 1 + (εr − 1)

√
w + 12h

w

)
(1)

w = C

2 f o

(√
2

εr + 1

)
(2)

where h is the height of the substrate, w is the width of the patch. εr is the dielectric
constant of the substrate, C is the velocity of light in free space, and f o is the center
frequency of the band.

Length of the patch can be obtained from

L = Leff − 2�L (3)

where the effective length and �L of the patch can be obtained from

Leff = c

2 f o

(
1√
εeff

)
(4)

�L = 0.412h
(εeff + 0.3)

(
w
h + 0.264

)
(εeff − 0.258)

(
w
h + 0.8

) (5)
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1. The rectangular slotted patch [10, 11] antennas with defected ground structure
[12, 13] and microstrip line feeding are proposed with dimensions of 24.5 × 15 ×
1.6 mm3 on Fr4 and Rogers RT/Duroid 5880 substrate materials [14, 15] as shown
in Fig. 1a, b. It is to escalate the current path and also reduce the lowest resonant
frequency, by the addition of slots, miniaturization is being achieved.

• Fr4 substrate with a dielectric constant of 4.4 and loss tangent of 0.02 with 50 �

microstrip line feeding is used.
• Rogers RT/Duroid 5880 substrate with a dielectric constant of 10.2 and loss

tangent of 0.02 with 50 � microstrip line feeding is used.

2. A rectangular patch antenna is proposed with dimensions of 24.5 × 15 × 1.6
mm3 on jeans substrate [15] materials with a dielectric constant of 1.67 and loss
tangent of 0.02 with 50� microstrip line feeding as shown in Fig. 1c, d

The dimensions of the antennas are mentioned in Table 1.

Fig. 1 Proposed design of antennas with dimensions. a Patch and b ground of Fr4 and Rogers
RT/Duroid 5880 c patch and d ground of jeans substrate antenna

Table 1 Dimensions of the designed antennas

S. No. Alphabet Value (mm) S. No. Alphabet Value (mm)

1 a 24.5 11 k 15

2 b 15 12 l 11.2

3 c 2.5 13 m 9.5

4 d 12.6 14 n 0.5

5 e 2 15 o 11

6 f 6 16 p 20

7 g 10.6 17 q 7

8 h 1.4 18 r 3

9 i 0.8 19 s 16

10 j 3.8 20 t 1.6
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3 Discussion of Results

The antenna parameters such as reflection coefficient (S11), radiation pattern, VSWR
(voltage standing wave ratio), gain, and surface current distribution are being
discussed along with SAR (specific absorption rate) analysis. All the parameters are
simulated and comparison plots are plotted for designed antennas. The dimensions
and structure used for antenna design are the same for all three antennas.

The reflection coefficient in terms of S parameters, S11 plot, is as shown in Fig. 2.
The minimum value of S11 is of −29.32 dB at 5.9 GHz, −21.59 dB at 6.3 GHz
and −16.76 dB at 3.9 GHz for Fr4, Rogers RT/Duroid 5880 and jeans substrates,
respectively. The minimum value of VSWR is of 1.07 dB at 5.9 GHz, 1.18 dB
at 6.3 GHz and 1.33 dB at 3.9 GHz for Fr4, Rogers RT/Duroid 5880 and jeans

Fig. 2 Simulated S11 versus frequency plot of designed antennas in free space

Fig. 3 Simulated VSWR versus frequency plot of designed antennas
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Fig. 4 Simulated radiation pattern of the designed antennas

Fig. 5 Simulated S11 versus frequency plot and VSWR versus frequency plot of the jeans fabric
antenna

substrates, respectively. The VSWR versus frequency plot is shown in Fig. 3. The
omnidirectional radiation pattern is obtained for all three antennas as shown in Fig. 4.

Figure 5 shows the simulated results of S11 and VSWR plots of jeans substrate
patch antenna for different values of ground, and the 2.5-mmground is considered for
the final design of jeans substrate. The surface current distribution is shown in Fig. 6.
That can be used to change the shape and structure of the antenna. It is noticed that the
current distribution is mostly concentrated at the feed line at lower frequencies in the
direction of the X-axis, and the current intensity is maximum at higher frequencies
concentrated at the edges of the patch and ground plane across the feed line.

It is the nature of the human body to have different dielectric constant values due
to the non-homogenous constitution of the body like skin, bones, blood and skull
etc. It exhibits different electromagnetic parameters at different values of frequency.
The human phantom model of three layers muscle 10 mm, fat 4 mm and skin 2 mm
is applied to obtain SAR analysis. The model is shown in Fig. 7. The electrical
properties of tissues used are mentioned in Table 2.

Specific absorption rate (SAR) [16] is the exposure measurement of the human
body for wireless devices or electromagnetic radiations.
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Fig. 6 Surface current distribution of designed antennas

Fig. 7 Three-layer human
phantom model

Table 2 Electrical properties of human tissues

Tissue Source Permittivity Elec. Cond. (S/m) Thickness (mm)

4 GHz 5.7 GHz 4 GHz 5.7 GHz

Skin Skin (Dry) 36.58 35.19 2.34 3.63 2

Fat (Not
infiltrated)

Fat (Not
infiltrated)

5.12 4.96 0.18 0.28 4

Muscle Muscles 50.82 48.61 3.01 4.84 10

SAR = 1

V

∮
σ(x)|E(x)|2

ρ(x)
dx (6)

where
Sample electrical conductivity—σ

Electric field intensity—E,
Charge density—ρ,
Sample volume—V.
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The international guidelines of human safety, IEEE C95-1-2005 standards and
ICNIRP define maximum permissible SAR to preserve over 10-g tissue must be less
than 2 W/kg. All the three antennas are performing well in the limited range of SAR
levels with Fr4 substrate of 1.99 W/Kg and Rogers RT/Duroid 5880 substrate of
1.92W/Kg at 5.7 GHz frequency and jeans substrate antenna of 1.25W/Kg at 4 GHz
as shown in Fig. 9. The S11 versus frequency plot when an antenna is placed 2 mm
above the human phantommodel is shown in Fig. 8. The plot shows that the antennas
are performing well in the frequency of operation. The details are tabulated in Table
3. Comparison of different antennas from literature are tabulated in Table 4.

Fig. 8 Simulated S11 versus frequency plot of designed antennas when placed above human
phantom model

Fig. 9 Simulated SAR values of designed antennas
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Table 3 Comparison of designed antennas

Model Substrate Dimensions
(mm3)

S11 (dB) Gain (dB) SAR (W/Kg)

Slotted antenna
with defected
ground structure

Fr4 24.5 × 15 ×
1.6

−29.32 at
5.9 GHz

1.99 1.99

Slotted antenna
with defected
ground structure

Rogers
RT/Duroid
5880

24.5 × 15 ×
1.6

−21.59 at
6.3 GHz

3.92 1.92

Partial ground Jeans fabric 24.5 × 15 ×
1.6

−16.76 at
3.9 GHz

3.30 1.25

Table 4 Comparison of
different antennas from
literature

Model Substrate Dimensions
(mm2)

S11 (dB)

Ref [17] Polyethylene
foam

25 × 35.5 −17 dB at
5.5 GHz

Ref [18] Rogers R04003 95 × 50 −11.5 dB at
5.2 GHz

Ref [19] Fr4 30 × 16 −20.5 dB at
5.8 GHz

Proposed
model

Fr4 24.5 × 15 −29.32 dB at
5.9 GHz

4 Conclusion and Future Scope

In this paper, the study and analysis of miniaturized, compact size wearable antennas
for biomedical applications are discussed. The dimensions of the proposed antennas
are 24.5× 15× 1.6mm3 implemented on different substrates Fr4, Rogers RT/Duroid
5880 and jeans fabric. TheFr4material and jeans fabric used are of lowcost and easily
available. The antennas designed and discussed can be used for various biomedical
applications like patient monitoring, and other applications in sports and military for
pulse monitoring etc., as it is small in size, easy to operate and can be placed in daily
wear accessories like wallets and helmets. Future scope includes the implementation
of fabrication and testing the antennas on the human body under different conditions.
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Puzzling Solid–Liquid Phase Transition
of Water (mW) from Free Energy
Analysis: A Molecular Dynamics Study

Chandan K. Das

Abstract Water shows a very different trendwhilemelting. Estimating the transition
point of any material is still problematic. In recent time, several techniques have
been involved to simplify things. Due to anomalous behaviors of water, its transition
properties are different from conventional substances. This study is an approach
to understand the mechanism of phase transition using computer simulation. For
better understanding the mechanism, it is vital to have knowledge of interatomic
interaction of thewater system. There are several potential models available for water
like SPC/E, TIP3P, TIP4P, etc. Another potential model, Stillinger–Weber potential
model is good enough to predict the properties of water. This model considers two-
and three-particle interactions. That model of water is named as monoatomic water
(mW). The Anomaly behaviors of water are well predicted using mW model of
water. Difference in free energy connecting two phases of water is evaluated using
reversible thermodynamic route. Supercritical path is established using more than
one path. These thermodynamic paths are reversible. To the best of my knowledge,
this is the first approach to apply thermodynamic path for a system where volume
of solid state is more compared with volume of liquid during phase transformation.
Transition point is determined Gibbs free energy. There is an abrupt change in the
density as function of temperature is observed. Hysteresis loop is also observed for
potential energy. For temperature higher than 285K, huge fall in density and potential
are noticed, suggesting full transition from one phase to another.

Keywords Molecular dynamics · LAMMPS · Equations of state ·
Thermodynamic path · Thermodynamic integration
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1 Introduction

Freezing and melting can be understood by the transition and first principles, even
in thermodynamic equilibrium and negotiating through a radial symmetrical pair
capacity for relatively simple systems. During phase transformation, it shows anoma-
lous behaviors compared to conventional elements and compounds. Exact mecha-
nism of phase transformation of water becomes a challenging problem and remains
unanswered [1–5].

Phase transition of water in confinement is reported [6]. Melting and freezing
transition is reported based on Hansen–Verlet criteria [7]. The anomaly character
of water is studied at low temperature [8]. Phase diagram is reported with influ-
ence of external force field [9]. Solidification of fluidic water is studied using TIP4P
model [6, 10–12]. Thermodynamic stability is reported for mW model [13]. Transi-
tion temperature can also be evaluated using specific heat capacity information [14,
15]. Another robust technique for determination of transition point is calculation of
entropy [16, 17]. Conventional methods include density hysteresis plot, Lindemann
parameter [5], and non-Gaussian parameter [14].

Solid to liquid transformation of Lennard–Jones (LJ) system under confinement
is reported [15]. Transition point is determined on the basis of density hysteresis
plot, Lindemann parameter, and non-Gaussian parameter [15]. For determination of
melting transition, change in first and second co-ordination number is important too
[14].

Most of the abovementionedmethods are not accurate to predict themelting transi-
tion [16]. Transition temperature of Lennard–Jones (LJ) and sodium chloride (NaCl)
is reported from free energy information[17]. Free energy is evaluated employing
thermodynamic integration. The thermodynamic route connecting solid–liquid is
constructed employing reversible thermodynamic route [16, 17]. Phase transforma-
tion from solid to liquid under slit [18, 19], and cylindrical confinement is studied
using free energy analyses [20]. Various melting and freezing criteria are reported
using non-equilibrium method [21].

Free energy gap between states is estimated deploying pseudo-supercritical path
[17]. Melting temperature can be predicted using Gibbs free energy. Gibbs free
energy calculation involveswith thermodynamics integration andmultiple histogram
reweighting (MHR) method [17].

In this work, I evaluate free energy gap connecting solid–liquid transitions. I
present briefly the technique. (a) The liquid state is transformed into a poorly inter-
acting liquid with the help of slowly decreasing the interatomic attractions. (b) Gaus-
sian wells are located to the corresponding particles; simultaneously, the volume is
enlarged to obtain a poorly interacting oriented state. (c) Gaussian wells are removed
gradually, and simultaneously, interatomic attractions are slowly brought back to its
whole strength to obtain a crystalline state.
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2 Methodology

In this work, I evaluate the free energy connecting solid–liquid state transition. The
inclusive technique is described elsewhere [16]. Equation of states are generated
using multiple histogram reweighting technique [20]. Free energy computation is
performed with the help of pseudo-supercritical transformation path. Then, ulti-
mately with the help of second and third steps evaluation of the transition point
is done at zero energy difference [20]. Each step is exclusively elaborated below.
Interaction potential of water (mW) is as follows:

E = Uinter
(
r N

) =
∑

i

∑

j>i

ϕ2
(
ri j

) +
∑

i

∑

j �=i

∑

k> j

ϕ3
(
rij, rik, θijk

)
(1)

ϕ2
(
ri j

) = Ai jεi j

[
Bi j

(
σi j

ri j

)pi j

−
(

σi j

ri j

)qi j ]
exp

(
σi j

ri j − ai jσi j

)
(2)

ϕ3
(
ri j , rik, θi jk

) = λi jkεi jk
[
cos θi jk − cos θ0i jk

]2

exp

(
γi jσi j

ri j − ai jσi j

)
exp

(
γikσik

rik − aikσik

) (3)

The ϕ2 represents two-particle interaction term. The ϕ3 presents three-particle
attraction expression. The summation in the expression is overall neighbors J and
K of atom I within a truncated length a [22]. The A, B, p, and q parameters are
employed for two-particle attractions. The λ and cosθ0 parameters are used only for
three-particle attractions. The ε, σ , and a parameter are employed for both cases. γ is
employed for three-particle attraction. The others extra parameters are dimensionless
[22].

2.1 Estimation of an Estimated Transition Temperature

To detect an approximate transition temperature, gradually heating and quenching
simulations are performed for solid and liquid states, respectively [20], by employing
NPT simulation at P = 1.0 bar. Around 36,864 number of particles are used in
simulation. Afterward, the estimated transition temperature is chosen within the
metastable region at where a sudden change in the density is noticed [20].
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2.2 Solid and Liquid Free Energy Curve with Respect
to Their Corresponding Reference States

The Gibbs energy is expressed in terms of temperature. They are presented for both
stateswith regard to their corresponding standard phase temperature. This free energy
curves are obtained over a small region around the estimated transition point at the
constant pressure [20]. The temperature range is given in Eq. (16). This is carried
out using multiple histogram reweighting (MHR) technique.

2.3 Computation of Solid–Liquid Free Energy Gap
at an Estimated Transition Point

The Helmholtz free energy gap connecting the solid and liquid states at an estimated
transition point is estimated by forming a reversible way connecting the solid and
liquid states with the help of other reversible stages [20]. The free energy throughout
the connecting route is evaluated using a known integration scheme:

�Aex =
∫

dU

dλ NVTλ
dλ (4)

while �Aex is the gap in Helmholtz free energy. Kirkwood’s coupling parameter is
used by the symbol λ. Generally, λ changes in between 0 to 1. The value of λ = 0
systemacts as an ideal state [17]. The angledbracket is indicationof ensemble average
for a specific λ parameter [17]. The three stages pseudo-supercritical conversion
method is represented in Fig. 1. Very short explanation of the stages is presented
below.

2.3.1 Stage-a

Initially, strongly attracted liquid state is transformed into a poorly interacting liquid
using a coupling parameter λ, which controls interatomic potential [17] in the
mentioned way:

Ua(λ) = [1 − λ(1 − η)]Uinter
(
r N

)
(5)

whereU inter(rN ) is the interatomic interaction energy due to location of allN particles
[17]. The η is a scaling parameter. The value varies 0 < η < 1. The first derivative of
intermolecular interaction relation produces:
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Fig. 1 Presents the three-stage pseudo-supercritical conversion route. a The liquid state is trans-
formed into a poorly interacting liquid by slowly increasing the coupling parameter [17]. bGaussian
wells are located to the corresponding particles; simultaneously, the volume is enlarged to obtain a
poorly interacting oriented state. c Gaussian wells are removed gradually while coupling parameter
is slowly increasing to bring back its full strength to obtain a crystalline state

∂Ua

∂λ
= −(1 − η)Uinter

(
r N

)
(6)

2.3.2 Stage-b

During second stage, volume of liquid state is enlarged to the volume of solid state
unlike other conventional substances. Enlarge volume is clearly visible in Fig. 1.
Hence, length of the simulation box (Lx, Ly, and Lz) for a particular system dimension
must be predetermined at the estimated transition point, either from the MHR results
or hysteresis diagram [17]. Liquid box dimension is 10.318570 nm, and solid phase
dimension is 10.401820 nm. The interatomic interaction on the basis of λ in this
stage is represented following way:

Ub(λ) = ηUinter
[
r N (λ)

] + λUGauss
[
r N (λ), r Nwell(λ)

]
(7)

where rN (λ) and rwellN (λ) are the representation of the positions of atoms and Gaus-
sian wells respectively [17]. UGauss presents interatomic potential because of the
attraction in between the wells and corresponding particles (Eq. 9). The values of
parameters ‘a’ and ‘b’ are taken fromGochola’s works [16]. Particles coordinate due
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to enlarged volume from liquid to solid conversion in the samemanner as did in liter-
ature [17]. Equation (8) represents change in box dimension for coupling parameter
values.

H(λ) = (1 − λ)Hl + λHs (8)

UGauss
[
r N (λ), r Nwell(λ)

] =
N∑

i=1

Nwells∑

k=1

aik exp
[−bikr

2
ik(λ)

]
(9)

−Uinter

δHxz
=

∑

y

Pex
xyV H−1

zy (10)

Derived form of potential expression with respect to λ is

∂Ub

∂λ
= −

∑

x,y,z

V (λ)H−1
zy (λ)�Hxz

(
ηPex

xy + λPex
Gauss,xy

)
+UGauss

[
r N (λ), r Nwell(λ)

]

(11)

2.3.3 Stage-c

Stage-c is ultimate step of the pseudo-supercritical conversion method [17]. In this
stage, fully interacting solid configurationally phase is obtained. The interaction
potential is presented of this final step in terms of λ

Uc(λ) = [η + (1 − η)λ]Uinter
(
r N

) + (1 − λ)UGauss
[
r N (λ), r Nwell(λ)

]
(12)

And the derivative terms can be rewritten:

∂Uc

∂λ
= (1 − η)Uinter

(
r N

) +UGauss
[
r N (λ), r Nwell(λ)

]
(13)

2.4 Determination of Transition Point Where ΔG is Zero

The free energy�Aex, between phases at the estimated transition point is evaluated by
thermodynamic integration [17].Now transfer of theHelmholtz energy into theGibbs
energy is important. It is obtained using the formulae given, �G = �Aex + �Aid +
P�V . Additionally, the histogram reweighting method produces two equations of
states. Expression of the liquid state,

[
(βG)T1,l − (βG)Ti ,l

]
is familiar and for the

solid state expression is
[
(βG)T1,s − (βG)Ti ,s

]
[17], provided that Tem is estimated
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transition temperature, at which the reversible thermodynamic path [20] is performed
[17], achieved the following:

[
(βG)T1,s − (βG)Tem ,s

] + [
β
(
GTem ,s − GTem ,l

)] − [
(βG)Ti ,l − (βG)Tem ,l

]

= [
(βG)T1,s − (βG)Ti ,l

] (14)

Equation 10 further can be rearranged as:

[
(βG)T1,s − (βG)Tem ,s

] + [
β
(
GTem ,s − GTem ,l

)] + [
(βG)T1,l − (βG)Ti ,l

]

−[
(βG)T1,l − (βG)Tem ,l

] = [
(βG)T1,s − (βG)Ti ,l

] (15)

3 Simulation Details and Software Work

3.1 Molecular Dynamics Simulation

Molecular dynamics simulation is a technique used to get insights about the move-
ments and properties of a system of atoms and molecules. It is basically a computer
simulation where the system of atoms and molecules are given to make interaction
among them for a certain amount of period.

3.2 Atomic Potential Used

Stillinger–Weber Potential is a good model for mW water. It considers both two-
particle and three-particle interactions. The values of following parameters in metal
units have been used. The potential of the water is provided in Eq. (1), (2), and (3).
Parameters values are listed in Table 1.

Table 1 Value of parameters used in mW potential (in real unit)

A B P Q A λ γ ε(kcal) σ (Å)

7.0495562 0.6022245 4 0 1.80 23.15 1.20 6.189 2.3925
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3.3 Simulation Details and Potential Model

The NPTMD simulations are conducted with the help of LAMMPS [22]. Integration
time step (�t) is 5 fs. Numbers of particles are simulated around 36,684. The peri-
odic boundary condition is applied for simulations. Cooling process is carried out
gradually after each 5000,000 MD time steps. 36,864 Number of particles are used.
Throughout the simulation process, applied boundary conditions for all the three
dimensions are periodic. The constructions of equations of states for both phases are
done employingmultiple histogram reweighting diagrams. Histograms are generated
from NPT simulations based on volume and potential energy of the system. Total
17 simulations are carried out for individual phase. The temperature is selected in
accordance with the given formulae

Ti = Tem +
8∑

n=−8

n�T (16)

where Tem is the expected transition point computed from the density versus temper-
ature plot hysteresis data; �T(=5 °K) is determined based on size of the metastable
region.

For the reversible path evaluation (for the three steps of pseudo-supercritical path)
as shown in Fig. 1, simulations are carried with NVT ensemble. Total run time for
each simulation of three stages for each λ value is 60 ns, and time step of integration
is 10 fs. Total run time for each coupling parameter value is 60 ns [20].

4 Results and Discussions

In this portion, I try to describe output results of various parameters like density,
potential energy, and free energy with the change in temperature and coupling
parameter.

4.1 Density

In this part, I describe the nature of density of the water system as I perform heating
and quenching. Sharp density changed is observed for both the heat and quenching
case. During cooling the system as shown in Fig. 2. I obtain maximum density
1.003362 gm/cc at temperature 250 K and minimum density 0.977756 gm/cc at
temperature 202 K. Results are well agreement with literature value [23].

Figure 2 represents density as function of temperature. The vertical upward arrow
black in color indicates maximum density (1.003362 gm/cc) and temperature (TMD
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Fig. 2 Representation of
density as function of
temperature

= 250 K), and the vertical upward arrow red in color indicates minimum density
(0.977756 gm/cc) and temperature (TmD = 202 K).

Figure 3 represents density versus temperature plot. Filled square black in color
represents the quenching system whereas filled circle for heating the system, vertical
arrow line indicates an estimated estimate transition point (Tem= 250K). Horizontal
black line and red line indicate corresponding liquid density (1.003362) and solid
density (0.979466), respectively, at estimated melting temperature.

Potential energy also shows the similar kind of behavior like density which is
shown in Fig. 4. The red rectangle represents heating process. The black circle
represents quenching process.

Fig. 3 Representation of
density versus temperature
plot
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Fig. 4 Potential energy in
terms of temperature similar
kind of nature is obtained as
density versus temperature
curve. Filled square black in
color represents cooling
process whereas red circle
represents heating process

4.2 Free Energy

Helmholtz free energy difference between liquid and solid phase is determined
usingpseudo-supercritical path by constructing reversible thermodynamic paths [16].
Derivative of interaction potential energy with respect to λ is presented in Fig. 5. For
the λ values, they coincide as shown in Figs. 5, 7, and 8 and represent for stage-b and
stage-c, respectively. The whole thermodynamic path is performed such a way that
pressure remain unchanged at beginning and at the end of the path, as shown in Fig. 6.
The derivative of potential energy with respect to coupling parameter in stage-b is
represented in Fig. 7. The path is reversible and smooth. Similarly, the derivative
of potential energy with respect to coupling parameter in stage-c is represented in

Fig. 5 〈∂Ua / ∂λ〉NVTλ as a
variable of λ for three λ

types values (10, 15, and 20)
of stage-a for
pseudo-supercritical path.
Thermodynamic path is
smooth and reversible, hence
integrable
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Fig. 6 Pressure at the start
of stage-a and at the end of
stage-c is constant. This is
essential and the sufficient
criteria for construction of
the thermodynamic
reversible paths

Fig. 7 〈∂Ub / ∂λ〉NVTλ as a
variable of λ (10, 15, and 20)
of stage-b values.
Thermodynamic path is
smooth and reversible, hence
integrable. Error is so small
and it submerges with
symbol

Fig. 8. Figures for all the stages are smooth and reversible, so we can easily integrate
it. The Gibbs free energy difference connecting solid–liquid is around 0.101025 ±
0.00135 kcal/mol. Results are reported in Table 2. Using the Gibbs free energy differ-
ence between solid–liquid obtained from pseudo-supercritical path, along with equa-
tion of state which is obtained from multiple histogram reweighting (MHR) method,
the equation of states are converted into single reference state using Eqs. (14) and
(15). The gap in free energy connecting two phases is determined and presented in
Fig. 9. True thermodynamicmelting temperature is the point where�G is zero. From
Fig. 9, it is clear that true thermodynamic transition point is around 273.9 ± 0.9 °K.
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Fig. 8 〈∂Uc / ∂λ〉NVTλ as a
variable of λ (10, 15, and 20)
for stage-c

Table 2 Separation of the
subscriptions to the gap in
Gibbs free energy connecting
the two states T = 250 °K.
The pressure is maintained at
P = 1 Bar

Free energy terms (kcal/mol)

Aex
s − Aex

l 11.989193 ± 0.00135

Aid
s − Aid

l −11.931945

P�V 0.043769

Gs − Gl 0.101025 ± 0.00135

Fig. 9 �G as a function of
T. Vertical arrow line blue in
color indicates solid–liquid
transition point temperature
or true thermodynamic
transition temperature (Tm)
of solid where Gibbs free
energy difference, �G,
between solid and liquid is
zero
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5 Conclusion

Various methods have been employed, and I have been successful in observing the
phase transformation of water, depending on variousˆ parameters. While simulating
with decreasing temperature, this is the value for density after melting occurred at
approximately 273.9 ± 0.9 °K, which is slightly higher than the reported melting
point for water which is 273.15 K. Phase transition point is determined basing on
Gibbs free energy. Estimation of Gibbs free energy is performed with the help of
pseudo-supercritical reversible thermodynamic cycle along with the help of multiple
histogram reweighting diagrams. The construction of supercritical path is the combi-
nation of three stages. The thermodynamic integration is applied using 10, 15, and
20 points. Estimated true thermodynamics melting temperature is around 273.9±
0.9 °k, which is in good precision with experimental results.
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Social Media Flood Image Classification
Using Transfer Learning
with EfficientNet Variants

S. M. Jaisakthi and P. R. Dhanya

Abstract Social media posts consist of a large number of flood-related images
and data. These images can be helpful for the flood image classification process and
necessary to produce real-time information about road accessibility during rescue and
disaster management. In this paper, social media images are classified into flooded
and non-flooded categories usingEfficientNet variantswithMediaEval 2017Disaster
Image Retrieval from the social media dataset. The transfer learning technique is
employed to achieve good performance and efficiency. Then different variants are
compared using various metrics after and before freezing. The higher variants are
intentionally avoided, as it does not perform with better efficiency and accuracy.
The B3 variant outperforms all other variance when considering model validation
accuracy and false positive rate after unfreezing top layers. But when analysing
the classification report, all variants show almost equal performance and weighted
average F1-score.

Keywords EfficientNet · Flood · Social media

1 Introduction

Floods are the most common natural calamity which can create devastating effects
on properties and lives. There is a considerable increase in the alarming rate of floods
due to heavy rainfall, urbanization and population. In this context, it is necessary to
produce accurate and timely information about flood assessments before, during and
after an event. The information about road conditions and accessibility is crucial for
fast responding and rescue operations. The domination of social media is consid-
ered for getting fruitful information about flood disasters. Popular social media such
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as Twitter, Facebook, YouTube and other microblogs provide potential information
regarding flooding events. The social media posts contain both visual and text infor-
mation about an event. This enormous amount of data may or may not directly give
information about flood events. In this paper, an efficient algorithm is proposed to
classify flooded and non-flooded social media images. Both visual and text features
are considered for flood image classification.

Flood images uploaded to social media platforms are becoming a vital source of
information about flooding events. It is possible to employ two different approaches
for flood detection using social media images. The visual feature extraction approach
exploits convolutional neural networks (CNN) architectures. The visual feature is
fused with text features for flood event classification [1]. It is possible to identify
images that provide evidence for social passability. Satellite images and social media
images have to be differentiated to detect passable and non-passable roads. Deep
learning models pre-trained with ImageNet and Places dataset are used for object
and scene level extraction. CNN [2] and the transfer learning-based classification
approach are used to determine whether a vehicle can pass the road [3]. An essential
need during floods is accessing open roads for transporting emergency support to the
people. A set of tweets posted during floods can be utilized for studying the evidence
of road passability using a single double-ended neural network [4]. It is very difficult
to move drainage water during heavy rain in several countries. It is possible to detect
a flooding event using themethod of image segmentation using SegNet. There comes
a necessity to take immediate action to reduce the impact of floods [5]. FloodBot is
a real-time flood detection and notification system deployed in a flash flood-prone
Ellicott City, Maryland. This FloodBot is working with the method of semantic
segmentation using U-Net architecture with above 80% of accuracy. The scene level
information is augmented with the readings of actual sensor data and weather data
[6]. It is preferred to use multimodal data on incident detection for better accuracy of
prediction. Multimodal data from social media posts are used to detect emergency
incidents using CNN and long short-term memory (LSTM). VGG16 outperforms
AlexNet [7], VGG19 and SqueezeNet with better accuracy [8, 9].

The method for summarization of images from social media is detecting images
to cluster the images based on features. Each cluster wrapped with textual informa-
tion gives details about a flooding event. This information can be useful for rescue
authorities and smartphone users [10]. A CNN-based system consists of two levels
of identification scheme for flood detection using CNN followed by colour-based
filtering to obtain the final detection. The system has been tested with recent flood
image posts from Twitter, and results are encouraging [11]. Smart communication
devices are becoming responsible for sharing multimedia content on social media.
In the 2015 Tamil Nadu floods, there was a massive sharing of flood information
through social media. It is possible to analyse the severity of floods using Naive
Bayesian and SSVM classification. A disaster geographic map is generated based
on location to interpolation cluster proximity considering flood-affected areas [12].
A fully automated real-time system is implemented for water level estimation from
flood images in social media using deep learning. This method may overcome the
label scarcity problem for many regression tasks. In this method, human annotators



Social Media Flood Image Classification Using Transfer … 761

can decide which image has a higher level of water compared to the two images [13].
Most of the recent research articles have discussed the automated machine learning
approach to extract the features from social media images to get information about
flood events. It has been useful for early warning detection, damage assessments,
disaster coordination and timely response [14]. Semantic drift demonstrates gradual
and long-term changes in meaning and sentiments studying corpora. This semantic
drift is used to detect floods and helps to increase the reference data for event moni-
toring. The deep learning methods are employed to determine whether social media
images are associated with semantically drifted social media tags [15].

Social media contains a sufficient amount of posts that may or may not be directly
related to flooding events. So in this paper, a novel classification algorithm is used
to classify social media posts into two categories; images are related to flooding
events and are not related to flooding events. The EfficientNet [16] variants are
considered for classifying both visual and text data. The textual features are extracted
from metadata that contains information about post, date, time, contents, location,
sentiment and emotion, etc. These two features are trained together and classify
images into flooded and non-flooded categories.

The structure of the paper is as follows: Sect. 2 discusses proposed methods
including datasets used for classification and methodology. Experimental results
and evaluations of the proposed classification algorithm are given in Sect. 3. Finally,
conclusions and future works are presented in Sect. 4.

2 Proposed Method

2.1 Dataset

MediaEval 2017 Disaster Image Retrieval from social media [17] is used for the
classification of flooded and non-flooded images in social media posts. This dataset
contains a total number of 6600 Flickr images extracted from the YFC100M dataset
and shares a common licence. These images are divided into development sets and
test sets.Development set consists of 5280 imageswith features and class labelswhile
the test set consists of 1320 images with features and class labels. Class vectors 0
represents evidence of flooding and 1 represents no evidence of flooding. Test image
folder contains an inconsistent number of images and labels. So in this paper, the
training dataset will be split into training data and validation data.

2.2 Methodology

EfficientNet is one of themost efficient image classificationmodels. The EfficientNet
provides different variants (B0 to B7) that have different scales of efficiency and
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accuracy. The dataset is initially split into training set and validation set with a test
size ratio of 0.33 and random state value 54. Test size represents the proportion of
the dataset included in the test split. The random state controls the shuffling applied
to the data before applying the split function. The input shape taken by different
variants also varies. Hence, it becomes necessary to preprocess the input images that
are fed to the network. It is necessary to resize images to the same size when the
dataset includes different sizes of images. The input images are reshaped according
to the variant that has been chosen. All the images are augmented after the reshaping
process using Keras preprocessing layers API to increase the diversity of the dataset
and to overcome the overfitting problems. The model efficiency increases with the
availability of images in the dataset. Hence, data augmentation techniques are used
to create new data for increasing the volume of the dataset from existing training
data. The images are randomly rotated, translated, flipped and contrast adjusted
during the augmentation process. This paper uses transfer learning techniques by
initializing EfficientNet with pre-trained ImageNet weights and using them to fine-
tune the dataset. Transfer learning is a machine learning method, where the model is
reused as the entry point for modelling in the second task. Transfer learning can be
considered as an optimization process as it increases the performance in the second
task. The detailed representation of the proposed method is shown in Fig. 1.

Training an EfficientNet 
classifier (Freezed)

Training after Unfreezing the 
model

Training set Validation set

Preprocessing

Augmentation

Preprocessing

Labels ( 0 - non-flooded, 
1-Flooded)

EfficientNet 
Classifier

Flooded image 
classification

Social media Images

Fig. 1 Block diagram of proposed method
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The EfficientNet uses a scaling method that uniformly scales all dimensions of
depth, width and resolution using a compound scaling coefficient φ in a principled
way. So it is possible to increase the network depth by αn , width by βn , and image
size by γ n for using 2n times more computational resources. α, β and γ are the
constant coefficients determined by a small grid search on the original small model.
The compound scaling method is defined as

d = αφ,w = βφ, r = γ φ,� α · β2 · γ 2 ≈ 2 (1)

where α, β, γ and φ are depth, width, resolution and user-specified coefficient,
respectively. Initially, all layers are frozen, and then only the top layers are trained.
The model is compiled with Adam optimizer with a learning rate of 1e-3 and mean-
squared logarithmic error. The model is trained for 20 epochs. The validation accu-
racy has no further improvement by increasing epochs. Secondly, themodel is trained
by unfreezing some layers with a preferably small learning rate. The unfrozen model
is trained with the same optimizers with a learning rate of 1e-4 and the previous loss
function. It deals with binary classification in this paper. The BatchNormalization
layers must be kept frozen because it uses non-trainable weights to keep track of
the mean and variance during training. Otherwise, these updates on non-trainable
weights will destroy the learning of the model. Larger variants of EfficientNet do not
promise improved efficiency and accuracy especially, for tasks with fewer data and
fewer classes. Hence, it is only concentrated on B0 to B3 variants. The B0, B1, B2
and B3 variants take resolutions of 224, 240, 260 and 300, respectively, and input
data should range [0, 255]. Normalization is included as part of the EfficientNet
model. The ground truth contains class vectors 0 and 1 which is converted into a
binary class matrix. The results are produced considering posterior probabilities of
an image being flooded or non-flooded.

3 Experimental Results and Evaluation

The accuracy of a model is a suitable metric for both binary andmulticlass classifica-
tion problems. So it will be good to use training and validation accuracy and loss to
study the efficiency of our classification model. The increase in validation accuracy
is more entertaining than training accuracy. When considering classification prob-
lems, it will be using classification metrics such as true positive rate, false positive
rate, F1-score, precision, recall and support to evaluate it. It is expected to be the
false positive rate to be minimum, ideally less than 10%. A classification report is
the summarization of main metrics per class for classification problems. The metrics
are given in terms of true positives (TP), false positives (FP), true negatives (TN) and
false negatives (FN). The true positives are when the actual class is either ‘flooded’
or 1 as is the predicted class. The false positives are when the actual class is either
‘non-flooded’ or 0 but the predicted class is either ‘flooded’ or 1.
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Precision is a metric that shows the exactness of a classifying model. It is the ratio
between true positive and the sum of true positives and false positives. The recall
shows the completeness of the classifier. It is defined as the ratio of true positives to
the sum of true positives and false negatives. The F1-score is defined as the weighted
harmonic mean of precision and recall. It is considered as 1 is the best score and 0
is the worst score. The support is the number of actual occurrences of the classes in
the specified dataset. It will not change between models but instead diagnoses the
evaluation process.

ROC curves and precision–recall curves are omitted because the dataset does not
contain an equal number of data for each class, and there is no moderate or class
imbalance. The variant B3 outperforms all other models considering training and
validation accuracy and loss. The training and validationmetrics are compared before
and after freezing top layers as shown inTable1. The graphical representation of these
metrics shows the changes per epoch as shown (see Figs. 2 and 3). It is possible to
undoubtedly say that there is a significant improvement in efficiency and performance
using transfer learning. In a binary classification problem, the false positive rate
measures the percentage of false positives against all positive predictions.

The false positive rate is minimum for the B3 variant considering all other vari-
ants after unfreezing the top layers of the model. False positive decreases for each
model after transfer learning as shown in Table2. The EfficientNet variants are not
showing significant improvement in classification accuracy after transfer learning.
The confusion matrix for each variants for different variants is shown (see Figs. 4
and 5 ).

The freezed and unfreezed model shows almost the same values for precision,
recall and F1-score as shown in Table3. So it is clear that transfer learning improves
the performance and efficiency of EfficientNet variants in social media image clas-
sification. The proposed system outperforms [18, 19] which have F1-score of 35%
and 51%, respectively.It uses a basic SVM classifier and CNN network for image
classification, respectively. The CNN architecture is used with pre-trained models
DenseNet2021, InceptionV3 and InceptionResnetV2 as basic feature extractors. In

Table 1 Accuracy and loss of freezed andunfreezedEfficientNet variants for training and validation

Variants Training Validation

Accuracy (%) Loss (%) Accuracy (%) Loss (%)

Freezed B0 64.66 11.19 61.33 12.37

B1 62.34 11.10 55.54 12.59

B2 61.29 11.27 54.96 12.46

B3 63.22 10.87 58.84 12.21

Unfreezed B0 77.73 7.47 80.15 15.92

B1 70.60 9.25 80.44 14.19

B2 71.42 9.05 84.18 14.92

B3 71.16 9.23 88.41 15.25
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Fig. 2 Accuracy and loss for training and validation of freezed models a B0, b B1, c B2, d B3

the proposedmethod, theF1-score for freezed and unfreezed variants has been almost
the same. It is also evident that the false positivity rate for B0 increases after transfer
learning compared to other variants. Even though considering low false positivity
rate and high accuracy rate of variant B3, it can be selected as the preferable model
for social media flood image classification. There is an adequate improvement in
training and validation accuracy and a decrease in loss after transfer learning.
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Fig. 3 Accuracy and loss for training and validation of unfreezed models a B0, b B1, c B2, d B3

Table 2 Classification accuracy, FP rate and FN rate of freezed and unfreezed EfficientNet variants

Variants Accuracy (%) FP rate (%) FN rate (%)

Freezed B0 61 8.40 92.8

B1 55.54 29.96 70.40

B2 54.96 30.14 71.68

B3 59.84 15.74 83.84

Unfreezed B0 58 20.03 80.48

B1 58 19.85 80.96

B2 59 16.36 84.32

B3 62 10.55 86.56
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Fig. 4 Confusion matrices for freezed a B0, b B1, c B2 and d B3

4 Conclusion

The EfficientNet variants are appropriate models for social media flood image clas-
sification. It improves its performance with transfer learning. EFficientNet variant
B3 shows better performance compared to other variants. In this paper, the images
and labels are used for image classification. The dataset is providing information on
metadata and image features. It will be better to train the model with these features
and will improve the classification accuracy and performance.
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Fig. 5 Confusion matrices for unfreezed a B0, b B1, c B2 and d B3

Table 3 Weighted average metrics of freezed and unfreezed EfficientNet variants

Variants Precision (%) Recall (%) F1-score(%) Support (%)

Freezed B0 53 61 52 1743

B1 54 56 54 1743

B2 53 55 54 1743

B3 64 60 55 1743

Unfreezed B0 54 58 55 1743

B1 54 58 54 1743

B2 54 59 54 1743

B3 67 62 56 1743
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A Survey-Based Study to Understand
Various Aspects of Kanban

Anupam Kumar, Nilesh Kumar, Sayani Mondal, and Tarun Biswas

Abstract Kanban is a Japanese coined system for workflow through cards, and the
method is used in Kanban software for a real-time flow of work with optimum trans-
parency implementing Agile and DevOps; it helps to surface the message good or
bad about scope and complexity of any project. The key highlight about Kanban is it
motivates the team members at the bottom level by empowering each member with
an opportunity to self-commitment which in turn sets the right expectation with the
stakeholders. In this paper, the survey has been done worldwide considering profes-
sional industrialists, and based on those critical conclusions have been drawn. The
survey was conducted in the software industry across the globe who is extensively
working on Kanban. The statistical and analytical approach has concluded that time
is the best factor for Kanban, and it plays a vital role in achieving the delivery date
andminimization of cycle time. A comparative study has been performed for running
factors like time, scope, cost, risk, quality, and team. Quality of teamwork and time
aspects after the implementation of Kanban have been explored. Jira has proven to
be the best and widely used tool in terms of productivity, effectiveness, communica-
tion, and metrics. A study on reported benefits and challenges of Kanban has been
identified, and the nature of the project best suited for Kanban has been investigated.
Lack of experience with Kanban board and progress tracking is considered as the
biggest challenges in implementing Kanban.
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1 Introduction

Software Engineering is a branch of engineering that deals with the design, devel-
opment, and maintenance of software. It was introduced to address the issues of
low-quality project software. Problems occur when software exceeds budgets, time-
lines, and to compensate that the quality of the software gets reduced. Software
engineering ensures that the product is built consistently, accurately, correctly, on
budget, on time, and within requirements. The waterfall model is one of the first and
linear sequential life cycle models [1] that are based on the factory assembly-line
process introduced in the year 1970. It uses rigid phases; where when one phase
completes, the next phase begins. It follows sequential steps and the developers do
not have the option to go from an unmodified waterfall model to previous steps.
The steps involved are Requirement Specification, Design, Development, Testing,
and Maintenance. The rigidity of the waterfall model restricts flexibility, and there
is no scope of user feedback until software development has been finished. Agile
methodology [2] evolved in the mid-1990s to overcome the traditional waterfall
issues. Agile methodology is known for its flexibility, and it follows an incremental
approach. Project development requirement changes are allowed in Agile whereas
waterfall has no scope to change accordingly once the development of the project
has started. Kanban is one of the methodologies that is considered to be Agile [3].

The concept of Kanban in Software Engineering was first introduced in the year
2010 by Anderson [4], and later with its increase in popularity, people in the software
industry have started using Kanban. Initially, the demand was less as people were
not much aware of Kanban and they do not know how it will impact their software
development andmaintenance projects. Earlier software industry people used the old
traditional waterfall model in their projects that consist of 5 or 7 sequential stages in
the waterfall model. If any of the sequential structures leads to problems, it would
lead the development of the project to start from the beginning.

In this paper, survey research analysis has been done to investigate the overall
success and satisfaction level of Kanban users and to find the best and widely
used Kanban tools which are most suited for software projects. To evaluate the
running factors—performance, deadline, cost, quality, team, and risk, using Likert
scale for factor response has been taken into consideration, to identify the nature
of the project that is most preferred for Kanban, and to identify features of Kanban
benefit, challenge, and its attraction in the software industry.

2 Kanban as Project Development Software in Industries

Kanban is solely dedicated to finishing the work item that is actively in progress, the
next item is picked up from the top of the backlog which is assisted by its Planning
flexibility approach [5]. The product owner has the freedom to reprioritize the work
as per their need without disrupting the Kanban team.
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This is possible because any change outside the running work will not impact the
team working on any other task. As the product owner arranges the work item on
the backlog, the development team is confident that they are giving the best value to
the business and the client. Kanban is based on the pull approach instead of the push
approach [6]. Whenever there is demand and the ability to handle the demand, then
only the assigned team pulls the work. Kanban system works on the principle of a
pull-based approach. ‘In Progress (IP)’ and ‘Done’ column is used in every process
state. Once the Code Review task is over, it moves to Code Review (Done) column.
The done column is used as a Queue state. No work is performed in the Queue states.
The testing pulls the work from Code Review (Done) column when the capacity to
handle the demand. Pull-based approach reduces the piling of the work and wait
times. Resource balancing and quality are maintained with the pull-based approach
[7].

Cycle time is optimized so that team can forecast the future work delivery [8]. A
bottleneck is identified and resolved collectively by the team to minimize cycle time.
It gives the concept of continuous delivery of products or software to customers
in a short release cycle [9]. Charts play a vital role for a team to improve team
efficiency and effectiveness. Control charts and cumulative flow diagrams are the
two reports that a Kanban team uses in their project. It is easier to see the bottlenecks
in any industrial project by seeing the data [10]. Efficiency has increased because of
continuous delivery, WIP, pull-based approach, and visualizing the workflow with
the help of the Kanban board [11].

2.1 Challenges of Kanban

The progress monitoring task at the time of the development process of software
projects is the major challenge of Kanban. Software practitioners face challenges
in determining the WIP limits for each stage of the Kanban board because of the
manpower and skill issues. This further leads to late delivery and project failures
in certain cases [12]. Challenges like lack of experience with Kanban visualization
board, teammembers, motivation to use old methods, and not being willing to follow
Kanban.

The goal in the software industry is to complete a project with proper tracking
and management of complete work more efficiently and successfully. The Literature
study as per Table 1 reveals that there has not been a prior study on the most widely
used available tools of Kanban in the software industry. Also, there has not been any
significant survey and statistical evaluation ofKanban impact in software engineering
for a long period, although Kanban has become very popular day by day in the recent
software industry. It has been observed that a survey on Kanban with various aspects
like time, cost, quality, team, risk, and performance with various parameters has
not been performed, especially for Kanban. There are some additional factors for
Kanban challenges, benefits, and its attraction to use that have not yet been explored.
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Table 1 List of papers that were already published in journals and conferences were taken into
consideration to prepare the actual aim to perform in this paper

Author Work done

Millstein et al. [8] Result shows that scrum and Kanban both lead to successful project and
Kanban is better than Scrum

Ikonen et al. [11] Different factors pertaining to motivation, benefits, and challenges were
calculated

Lei et al. [13] An empirical study that investigates how value is interpreted and prioritized,
and how value is assured and measured

Polk et al. [10] The usefulness of descriptions of issues and comments for predicting issue
success was studied

Ahmad et al. [14] To determine the main factors to consider during the selection of Kanban
and scrum method

A detailed analytical approach has not yet been done to understand the real impact
analysis of Kanban in software engineering.

Study shows that there are multiple tools to track the task and project manage-
ment. Jira, Microsoft Azure DevOps, CA Agile, and Version One are few tools that
have featured most suitable for the projects. Jira is the most competitive and highly
adaptable. It can integrate with external apps, and additional functionality can be
customized. There is a variation among all the tools few support Agile workflows
and almost all support task management. Most of the tools are easy to set up and
use. Integration with the external app is the most important feature among all the
tools but there are complexities in terms of using these features. The other Kanban
tools are Trello, GitHub, Notion, Redmine, Bugzilla, Pivotal Tracker, Mantis Bug
Tracker, Asana, YouTrack, Basecamp, OpenProject, Monday, and TeamLeader.

3 Survey Methodology

Survey research has been performed on various aspects of Kanban, and the obtained
result has been studied to find the impact analysis of Kanban in the software industry
across the globe (locations such as India, United States of America, UnitedKingdom,
Europe, andAustralia). An online survey has been conducted with the help of Google
forms from 27th October 2020 to 29th November 2020 to find the real data from the
actual users who have worked on Kanban, and accordingly statistical and analytical
approach has been performed.

The online survey formwas developed for capturing the responses with 4 different
sections—1st section is Kanban: Benefit challenges and available options (this
section is to understand the overall experience while working with Kanban). 2nd
section is to capture the observation of workers after the implementation of Kanban
(this section captures the effects in the quality of teamwork and in terms of time
aspect). 3rd section is to evaluate Kanban using a statistical approach by capturing
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the important factors that are attracted to use Kanban, important benefits that have
been achieved from Kanban, and important challenges faced from Kanban in the
software industry using a score ranging from 0 to 5. 4th section is to capture the
observation of Kanbanwhile working in your project in terms of Performance, Dead-
line, Cost, quality, Team, and Risk by using a like scale response ranging from 1
to 5 (Strongly Disagree, Disagree, Neutral, Agree, Strongly Agree). A total of 16
questions were framed consisting of a single choice, multiple choices, providing
comments, rating the factor, and selecting the Likert response, and the duration of
filling the survey was set to be approximately 30 min.

3.1 Selection of Participants for the Survey

The participants were selected based on their experience and the nature of work they
have performed with the help of Kanban. A list of CMMI level 5 companies (TCS,
Accenture, Wipro, Microsoft, etc.) were prepared, and accordingly, their employees
were approached through LinkedIn, Email, Phone, Social Networking, Professional
contacts, and academic contacts. All participants were informed why they have been
selected for the study and detail about the purpose of doing this research. They are
holding some of the key positions in their organization, and they are among the deci-
sionmaking of the successful projects executed throughKanban in their organization.
The participants are holding the designations—Senior Manager, Analyst, Software
Engineer, Technical Lead, Consultant, and Agile Lead. Most of the participants are
of 1–5 years of experience.

3.2 Effect on Quality of Teamwork After the Implementation
of Kanban

In this section, comments have been captured and studied to know the quality of
teamwork after the implementation of Kanban. The results of the online survey for
this section can be classified into four main themes: code quality has increased, Bugs
and defects have reduced, Error has been fixed quickly, and Delivery date has been
achieved.

3.2.1 Code Quality

Comments obtained from the online survey on code quality were studied and
analyzed.Around50%of respondents have confirmed that codequality has increased,
and very few respondents have confirmed that there is no impact on code quality.
To explain the impact on code quality, some of the Interviewee gave very positive
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comments “Code is reviewed before it’s getting released and making code quality
improvement” and “It provides better avenues to improve code quality through well-
defined CI/CD pipeline.” Additionally, “Code has more value-added comments and
required split of methods are appropriate to segregate the tasks.” Furthermore, one
interviewee mentioned, “Board was modified in a way to call out for reviews, in turn,
helping improve quality.” One of the respondents gave negative comments about its
impact on code quality, i.e., “Can’t implement purely Kanban for IT development
projects due to vast technologies requirement and limited resource.”

3.2.2 Bugs and Defects

Comments obtained from the online survey on Bugs and Defects were studied and
analyzed. Around 50% of respondents have confirmed that Bugs and Defects have
been reduced, and very few respondents have confirmed that there is no impact on
the reduction of Bugs and Defects. To explain the impact on Bugs and Defects,
some of the Interviewee gave many positive comments “Yes certainly the defects
has reduced with correct planning and implementation of requirements,”“ Yes—
due to transparency among all team members,” “ It also helps in identifying the
bugs and defects at an earlier stage of the project and that further results in fewer
number bugs and defects at the delivery stage.” Additionally, “ Little bit at the
cost of resource tracking as who developed that piece of code.” Furthermore, one
interviewee mentioned, “Since the team used to describe acceptance criteria for
the entire user stories that helped in testing and bugs identification throughout the
development in the early stages. Also testing column was used to put the tasks along
with their estimated time to be done. Overall, it helped in identifying bugs at an early
stage and with good time allocation.” One of the respondents gave comments that
reduction depends on “complexity and quality.” None of the respondents have given
any kind of negative comments on the reduction of Bugs and Defects.

3.2.3 Error Fixation

Comments obtained from theonline surveyonErrorfixingwere studied and analyzed.
Around 75% of respondents have confirmed that the error has been fixed quickly,
and a very few respondents have confirmed that there is no impact on fixing of
error. To explain the impact on fixing of error, some of the Interviewee gave very
positive comments “Identified defects are easy to fix as root cause are identified,”
“Its highlighted well to the concerned team, takes lesser time for actions.”

Additionally, “Yes. We can check the past similar type of bugs and accord-
ingly time and priority we can set.”, “Yes—due to ownership being taken by team
members.” Furthermore, one interviewee mentioned, “It certainly helps in drawing
the attention to undergoing error in development. Since team members can label
certain tasks with the difficulty being faced and another member can help with it
by giving their input. It helps in bringing the transparency and facilitates better
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communication among the team members.” One of the respondents confirmed that
fixing time has decreased. None of the respondents have given any kind of negative
comments on fixing the error.

3.2.4 Delivery Date

Comments obtained from the online survey on achieving the delivery date were
studied and analyzed. Many respondents have confirmed that delivery date has
achieved but they have given different kinds of opinion like some has confirmed that
date has achieved to some extent, partially, almost 80–90%, good impact, completed
in the estimated time and a very few respondents have confirmed that there is no
impact on achieving the delivery date. To explain the impact on Delivery Date, some
of the Interviewee gave very positive comments “As a daily check-up of the progress
of tasks, it’s easy to manage the deliverable dates of each task”, “Helped to plan the
project and meet project delivery timelines.” Additionally, “It offers many features
that help in meeting the deadline goals. Prioritization helps in implementing the most
important features first and allocating the time to tasks based on the story points also
helps in achieving the deadline.” Furthermore, one intervieweementioned, “was easy
to track dates.”One of the respondents confirmed that it has improved the throughput.

3.3 Time Aspects After the Implementation of Kanban

In this section, comments have been captured and studied to understand the impact
of time aspects after the implementation of Kanban. The results of the online survey
for this section can be classified into four main themes: tracking of work items, lead
time, to meet the customer demand, and delay of product delivery.

3.3.1 Tracking of Work Items

Comments obtained from the online survey on tracking of work items were studied
and analyzed. All respondents have confirmed that Kanban has efficiently helped in
the tracking of work items. Respondents have confirmed that tracking of work items
has become faster, efficient, easier, positive, and good in this measure. To explain
the impact on tracking of work items, some of the Interviewee gave very positive
comments “Touch time spent per task went down. Average wait time went down,”
“Has improved. Sprint velocity, burn down charts are quite helpful.” Additionally,
“List increased to manifold as multiple resources for short time were engaged.”,
“Each deliverable is divided into multiple tasks and tracked effectively with help of
Kanban.” Furthermore, one interviewee mentioned, “Every activity has a specific
time and within that time we can manage to finish work. If there is any delay, we can
mention an appropriate reason for more clarity.” Respondents have confirmed that
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tracking of work items becomes smooth in tracking, and it is improved leading to
lesser confusion and more productivity, project status is transparent.

3.3.2 Lead Time

Comments obtained from the online survey on lead time were studied and analyzed.
Most of the respondents have confirmed that lead time has reduced, and very few
respondents have confirmed that lead time has increased. To explain the impact
on lead time, some of the Interviewee gave very positive comments “Onboarding
and offboarding resource based on skill requirement equalized the time saved with
optimal mapping.”, “When we track the task closely the time between commitment
time and deliverable time gets estimated with lead time.” Additionally, “Overall
effective management of the development process helps in delivering the product in
the pre-decided time.” Respondents have confirmed that Kanban helps in managing
lead time. Lead time depended on plan and based on work.

3.3.3 Meeting Customer Demand

Comments obtained from the online survey on meeting the customer demand were
studied and analyzed. Almost all the respondents have confirmed that Kanban has
met the customer demand and only one has confirmed that it is not up to the mark. To
explain the impact on meeting the customer demand, some of the Interviewee gave
very positive comments “Can track items and see the progress and plan accordingly
if ruining behind schedule,” “Is easier and releasing MVPs is quite a good tech-
nique. The whole iterative approach is amazing.” Additionally, “Quality of project
got a little bit better however ongoing maintenance got drastic effect as multiple
resources have different documentation style and assumptions which lead to a little bit
extra efforts to standardize design and maintenance documentation.”, “Any changes
while we progress to deliver can get accommodated which helps to meet customer
demand better.” Furthermore, one interviewee mentioned, “customer demands are
well accepted and implemented—thanks to pulling strategy being implemented in
Kanban,” “Regular meeting with the clients certainly helped in getting their input on
the product as a development progressed on and implement any necessary changes.”
Respondents have confirmed that it helps to achieve goals and continuous collabo-
ration with business partners and brings clarity in terms of tasks, dependencies, and
management.

3.3.4 Delay of Product Delivery

Comments obtained from the online survey on a delay of product delivery were
studied and analyzed. Almost all the respondents have confirmed that either there is
no delay, or the delay has been reduced and minimized. To explain the impact on
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the delay of product delivery, some of the Interviewee gave very positive comments
“Delay of product delivery could happen due to multiple reasons but with the help
of Kanban, it could be reduced by following proper monitoring at Kanban board.”,
“Can be predicated based on the progress of items inboard.” Additionally, it “Can
be better forecasted and managed.”, “If there is a delay of product delivery, can be
identified in early stage.” Furthermore, one interviewee mentioned, “Overall time
and team management are improved significantly which helps in meeting the deadline
goal and avoid any unnecessary delays.” Respondents have confirmed that delay is
in control, very less, and sometimes only. One of the respondents gave a negative
comment on delay he confirmed that delay has occurred more because tasks pile up.

4 Results and Discussion

A total of 46 respondents working in some of the leading software organizations of
CMMI level 5 and holding some of the important designation and roles have filled
the survey consisting of abovementioned 4 sections. Kanban is used in versatile
projects—Development (78.3%), Maintenance (39.1%), Enhancement (39.1%), and
Run the Firm (2.2%). It was found that the planning flexibility (76.1%) and Contin-
uous delivery (71.7%) approach of Kanban are best suited for the software project
whereas the pull approach (26.1%) andminimizing cycle time (39.1%) are less suited
compared to other factors. 50%ofusers have recommendedvisualmetrics, and52.2%
have recommended Focus and efficiency for their software project. The above study
represents the fraction of nature of work domain specialists advocating various key
factors in Kanban that best suit the software project. It can be observed that the most
favored nature of the project was “Development Project” followed with “Enhance-
ment and Maintenance Project,” The development focused people preferred “Plan-
ning Flexibility” as a leading key factor for Kanban, whereas these groups showed
appropriate approach toward “ContinuousDelivery” as the key factor forKanban, but
“Pull up approach” was not much recommended by “Development Project” favored
group. “Minimized cycle time” was highly recommended by the “Development and
Enhancement Project” group of specialists, whereas “VisualMetrics” were appropri-
ately suggested by “Development Project” groups although they were in the highest
population, this key had sounding votes from “Maintenance Project” groups. On the
contrary, only a few specialists were there in the group of “Development, Mainte-
nance Project” who also run their firm, were as “Development, Maintenance and
Enhancement Project” group specialists preferred “Planning Flexibility” as the best
key factor for Kanban but “Visual Metrics” were least preferred by them as shown
in Fig. 1.
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Fig. 1 Key factors in various projects

4.1 Methodology Used

It was found thatmost of the users use theKanban software as an agilemethod in their
projects and found it soothing in the management of their projects, whereas “scrum”
is also utilized as amethod in addition toKanban for specific projects in their domain.
Few engineers do use “XP and Lean” in addition to Kanban, particularly for new
projects. Unified process, Team Software Process, RAD, and SAFe are other agile
methods to be used along with Kanban for the specific domain. On the contrary, few
users found Kanban as not a suitable agile method and found it slow and complicated
for their respective projects although they used “scrum” independently or along with
“Lean, XP, etc.” for their projects as an agile method.

It was found that 17.4% of the users preferred Kanban software good for new
projects, of which 40% found it suitable only for new projects and not good for
existing projects as per their past experiences, whereas 26.1% of the users found
it suitable for existing projects only, whereas 56.5% of the users found Kanban
suitable for new projects as well as for the existing projects as shown by the above
Venn diagram in Fig. 2.

4.2 Statistical Approach to Evaluate Kanban

To evaluate the observation of Kanban while working on a software project consid-
ering the running factors—Performance, Deadline, Cost, Quality, Team, and Risk, a
Likert scale factor as given in Table 2 has been used to capture the numerical response
of factors.
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Fig. 2 Sections of people
preferring Kanban for new
and existing projects

Table 2 Likert scale for
factor response

Likert scale for factor response Score

Strongly disagree 1

Disagree 2

Neutral 3

Agree 4

Strongly agree 5

This section consists of how different factors are impacting the Kanban method-
ology. Statistical evaluation has been used to conclude the effect of various factors on
Kanban. Table 3 shows the observation of Kanban for all the parameters considered
for various factor. This also includes the Avg Score for total response count including
the percentage for all the Likert scale response. There are 46 respondents of various
designations working in various locations and different kinds of project who have
given their working observation in terms of Time, Scope, Cost, quality, Team, Risk,
and Performance factors of software project. The results show that Average Score is
in between 3.5 and 4.0 in all factors.

In our study, we have done the checking to find the correlation factor of Quality
concerning Time, Cost, Team, Risk, Scope, and Performance as given in Table 4.
All the correlation values come to be positive and this will be very beneficial in
examining howKanban affects the individual factors that could affect the expectation
of the client. Correlation values are significant and range from 0.46 to 0.80.

In the earlier study [13], it has been observed that among all the factors Cost,
Team, Risk, Scope, and Schedule, the correlation value is positive and there is a very
small difference among all values. Hence, it is very difficult to access these factors
among themselves. Also, this correlation value was calculated by considering the
responses of both Scrum and Kanban users. This gives a comparison between Scrum
andKanban and does not give a clear and valuable indication for Kanban specifically.

We have performed our study specifically for Kanban users and to understand the
impact of these running factors Cost, Time, Team, Risk, and Scope. Our calculated
result on Pearson’s coefficient gave us an interesting result that helps us to identify the
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Table 3 Factors considered for the observation of Kanban

Questions Strongly
disagree

Disagree Neutral Agree Strongly
agree

Avg.
score

Time: Delivery date has
achieved (2.1)

0(0%) 2(4.3%) 7(15.2%) 27(58.7%) 10(21.7%) 3.98

Cycle time has minimized
(1.1)

1(2.2%) 3(6.5%) 8(17.4%) 28(60.9%) 6(13%) 3.76

Cost: Completion of
project is within estimated
cost (3.1)

1(2.2%) 5(10.9%) 10(21.7%) 27(58.7%) 3(6.5%) 3.56

Profit margin has increased
with respect to investment
(3.2)

1(2.2%) 3(6.5%) 22(47.8%) 15(32.6%) 5(10.9%) 3.44

Quality: Quality of project
has increased (4.1)

2(4.3%) 1(2.2%) 12(26%) 24(52.2%) 7(15.2%) 3.72

Expectation of the client is
met (4.2)

2(4.3%) 0(0%) 10(21.7%) 25(54.3%) 9(19.6%) 3.85

Team: Efficiency of team
has increased (5.1)

2(4.3%) 2(4.3%) 10(21.7%) 23(50%) 9(19.6%) 3.76

Collaboration within team
has achieved (5.2)

2(4.3%) 2(4.3%) 8(17.4%) 25(54.3%) 9(19.6%) 3.8

Overburden of team has
managed (5.3)

3(6.5%) 1(2.2%) 14(30.4%) 25(54.3%) 3(6.5%) 3.52

Risk: Risk can be easily
identified and managed
(6.1)

2(4.3%) 4(8.7%) 11(23.9%) 20(43.5%) 9(19.6%) 3.65

Risk can be treated on time
(6.2)

1(2.2%) 1(2.2%) 12(26.1%) 24(52.2%) 8(17.4%) 3.81

Occurrence of risk has
reduced with the progress
of the project (6.3)

3(6.5%) 3(6.5%) 9(19.6%) 22(47.8%) 9(19.6%) 3.68

Scope: Constantly
changing requirements are
easily adapted in the
project team (2.2)

2(4.3%) 1(2.2%) 13(28.3%) 24(52.2%) 6(13%) 3.67

Performance: Throughput
has increased (1.2)

2(4.3%) 2(4.3%) 8(17.4%) 23(50%) 11(23.9%) 3.85

contribution of these factors for quality that is an indication for meeting the client’s
expectation.

The overall study of factors and calculation of Pearson’s coefficient for all factors
for quality confirms that cost has the least correlation value of 0.46. Hence, the
contribution of cost concerning quality in terms of client expectation is minimal in
comparison with all other factors. This further indicates that the role and effect of
cost for quality that is an indicator of meeting the client expectation are less.
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Table 4 Correlation between
project success and other
factors for Kanban

Factor Pearson’s correlation with quality factor

Time 0.64

Cost 0.46

Team 0.80

Risk 0.69

Scope 0.64

Performance 0.68

On the other side of our study, we have found that the factor team has a maximum
correlation value of 0.80. Hence, the contribution of the team for quality in terms
of client expectation is maximum in comparison with other factors. This further
indicated that the role and effect of the team are topmost concerning the quality that
is an indicator for meeting the client satisfaction.

We have also analyzed each of the individual factors and found the mean and
standard deviation for each question across all the respondents. This gave us an
important result that time has the least standard deviation of 0.68 in comparison with
all other factors. This is an indication among all the factors that time is the best factor
for Kanban, and it plays a vital role in achieving the Delivery date and minimization
of cycle time.

In the earlier study [13], time factor was not taken into consideration to identify
the impact of Kanban. To understand the time factor, we have taken two important
parameters Cycle time and Delivery Date.

Our study and overall calculation of Average and Standard deviation values of
scores for each factor as given in Table 5 show that Time/Deadline has the least
Standard Deviation of 0.68 in comparison with all other factors and this confirms
that Time is the most important factor to Kanban and it enables the project to achieve
the delivery date and further results in minimization of Cycle time.

Table 5 Average and
Standard deviation values of
scores for each factor

Factor Mean Standard deviation

Time 3.85 0.68

Cost 3.45 0.94

Quality 3.78 0.86

Team 3.71 0.82

Risk 3.71 0.87

Scope 3.67 0.90

Performance 3.83 0.97
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Table 6 Nature of project with respect to year of experience for all employee

Yr. of experience (year) Development Maintenance Enhancement Run the firm

< 1 2 2 3 0

1–3 11 6 6 0

3–5 15 5 5 1

5–10 6 4 3 0

> 10 2 1 1 0

4.3 Preferred Project for Kanban With Respect to Year
of Experience

The overall survey and collected data as given inTable 6 reflect that among employees
having 1–10 years of experience—development projects are the preferred maximum
for Kanban. On the other side, Maintenance and Enhancement are equally preferred
by 1–5 years of experience and less in comparison with Development projects.

Maintenance projects are preferred more than Enhancement projects by 5–
10 years of experienced employees. One of the respondents in 3–5 years has given
his preference for the project that belongs to run the firm. There is no specific kind of
preference in < 1 year and > 10 years. In this section, there is almost the same kind of
liking for theDevelopment,Maintenance, andEnhancement Project. It concludes that
Kanban ismore preferred for Development projects in comparisonwithMaintenance
and Enhancement projects.

4.4 Most Favorable Tool for Kanban

Online responses were studied and analyzed to find the best management tools for
Kanban. It was found that 84.8% of the users used “Jira” and preferred to it as best
tool for processing in Kanban; also, users found it most suitable in ease to setup on
compared to other setups of Kanban, whereas some users find Jira as the only tool
for Kanban as it is the only setup their firm preferred as best. It has the best project
management tool; it holds maximum response record of being user friendly than any
other tools as this has direct access of usable items directly on dashboard, which is
unlike to some other similar tools. It provides live statuses of progress of the project
and signifies the goodness of it. Particularly, the workflow feature in the Streamed
line processes has resulted in high accuracy, consistency, and rapid, and the handling
becomes much easier with the local accessing featured without much involvement of
the administration. It is preferred for bundling similar kind of processes whichmakes
it easier for sorting out the issues of same kind. Due to automated features, it becomes
more effecting, and less burden is left with users, as it alarms the notifications on
regular basis and real-time assessment is done as shown in Fig. 3.
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Fig. 3 Preferences on basis of difference in functionality of tools for Kanban

Whereas, almost 50% of users preferred “GitHub” in addition to Jira and other
setups, over it 26.1% of them preferred “Microsoft Azure DevOps.” It was found
that Microsoft Azure DevOps was found to be suitable in the domain of reliability
and flexibility as it provides various functionality options for processing. Most of
the users used different tools in Kanban and preferred those based on the flexibility
and suitability of their respective projects. Some attention was also drawn to Trello,
CA Agile Central, and Bugzilla as feasible setup tools at Kanban, few preferred
Trello as best for the processing, whereas least attention was drawn toward Notion,
TeamLeader, YouTrack, Pivotal Tracker, etc., as almost negligible users were found
for this tool.

4.5 Rate the Important Factors (Attracted, Benefited,
Challenges) for Kanban

The software technocrats and managers who are working with Kanban in their real
works are requested to rate the important factors of Kanban that have attracted,
benefited, and created challenges to them. Tables are created based on 46 online
responses.

The result in Table 7 shows that all the above factors that have attracted to use
of Kanban are equally impacted in their software development work. This means
that Kanban is overall attracted the software developers, project managers, and team
members to use Kanban in all the abovementioned factors.

The result in Table 8 shows that all the above factors that are beneficial to use
Kanban are equally impacted in their software development work. This means that
Kanban is overall benefiting the software developers, project managers, and team
members to use Kanban in all the abovementioned factors.
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Table 7 Mean and median
for factors attracted to use
Kanban

Attracted to use Kanban Mean Median

Planning flexibility 3.8 4

Pull approach 3.7 4

Minimize cycle time 3.8 4

Continuous delivery 4.2 4

Visual metrics 3.9 4

Focus and efficiency 4.1 4

Full transparency of work 4.2 4

Real-time communication 4.2 4

Client satisfaction 4 4

Removing unwanted activities 4 4

Business and product value 4 4

Development cost 3.5 4

Product quality 3.8 4

Delivery time 4 4

Table 8 Mean and median
for important benefits
observed while working with
Kanban

Benefits Mean Median

Better visibility 4.2 4

Improved EFFICIENCY 4.1 4

Increased productivity 4 4

Overburdening of team has reduced 3.7 4

Team focus and attention 4.1 4

Reduced waste 3.7 4

Flexibility 4.2 4

Improved collaboration 4.1 4

More predictability 4 4

Flow control 3.9 4

Responsiveness 3.8 4

Better process understanding 4 4

Better project management 4 4

The result in Table 9 shows that among all the factors of challenges—Progress
tracking and working experience of the Kanban board are the biggest challenges
developers and managers are observing with Kanban. The remaining all other chal-
lenging factors are equally impacting but are less than the progress tracking and
working experience of the Kanban board [7].
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Table 9 Mean and median
for important challenges
observed while working with
Kanban

Challenges Mean Median

Progress tracking 3.4 4

Working experience of Kanban board 3.5 4

Many tasks need to be performed manually 3.4 3

Determining WIP limits 3.4 3

Visualizing workflow 3.3 3

Difficult to prioritize the task 3 3

Specialized training is required 2.9 3

Team unwillingness to follow Kanban 2.8 3

Communication burden within team 2.8 3

No proper planning to adopt Kanban 2.7 3

Management support issue 2.7 3

Budget constraints 2.6 3

Predictability 2.8 3

5 Conclusion

There have not been prior studies to understand the best and widely used tool for
Kanban, and survey research analysis has not been performed for a long time to under-
stand the overall experience ofKanban in real software development andmaintenance
projects. In this research, survey research analysis has been performed specifically
on Kanban to evaluate various impacts of Kanban benefits, challenges, and attrac-
tion and analyzed the time, cost, quality, team, risk, and performance factors while
working with Kanban.

The statistical and analytical approach has concluded that time is the best factor
for Kanban, and it plays a vital role in achieving the Delivery date and minimization
of cycle time. The correlation coefficient concerning the quality that is an indicator
for client expectation indicates that the role and effect of cost for quality that is an
indicator of meeting the client expectation are less and effect of Team is topmost for
quality that is an indicator for meeting the client satisfaction. This will play a key
role in the software community to utilize these factors for the successful execution of
projects. The study reflects that Kanban is more preferred for a development project
in comparison with the Maintenance and Enhancement Project.

Kanban has proved to be very effective in decreasing the lead time and saving
time for further stations. Around 70% have confirmed that Kanban is meeting the
customer demand and Jira has proven to be the best and widely used tool in terms of
productivity, effectiveness, communication, and metrics.

The study concludes that lack of experience with the Kanban board and progress
tracking is the biggest challenge in implementing Kanban.
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Integrated Bioinformatics Analysis
to Identify the Potential Molecular
Biomarkers for Neuropathic Pain Among
Patient of Lumbar Disc Prolapse
and COVID-19

Manisha Chaudhary and Veena Puri

Abstract Lumbar disc prolapse (LDP) is amajor cause of lowback pain that impacts
almost 9% population around the world, with a great tendency to increase with
the age. The purpose of this study is to better understand the underlying mecha-
nism of LDP by identifying the pathways linked with neuropathic pain and poten-
tial molecular biomarkers of such pain in LDP patients and Coronavirus Disease
2019 (COVID-19) by integrating transcriptome bioinformatics analysis. From the
Gene Expression Omnibus repository, the gene expression profile of GSE124272
was extracted for analysis. The Bioconductor package named Limma was employed
inRstudio to identify differential genes, and a total of 669dysregulated genes between
the disease group and the control group were identified (424 upregulated and 245
downregulated) which were then subjected to Gene Ontology pathway enrichment
analysis using clusterProfiler package that revealed 751 upregulated pathways and
901 downregulated pathways. Most of the upregulated pathways were involved in
cell killing and inflammatory or immune response; however, downregulated path-
ways were involved in response to mechanical stimulus, regulation of cell cycle,
and ion transport. Differentially expressed genes of LDP were compared with the
gene list of COVID-19 obtained from the National Center for Biotechnology Insti-
tute Gene database, and the intersecting genes CEACAM1, FCGR3A, IL1RN, and
RENbetween upregulatedLDPandCOVID-19 genes andPLGandNRP1 in between
downregulated LDP and COVID-19 genes were identified. These were the six poten-
tial molecular biomarkers screened for chronic neuropathic pain in patients suffering
from LDP and COVID-19.
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1 Introduction

The occurrence of neuropathic pain is near about 7–10% worldwide. Neuropathic
pain is quite possibly the most common symptom affecting lumbar disc prolapse
(LDP) patients. This condition might lead to a lifetime impairment, affecting the
standard of living and an increase in the death rate [1]. Around eighty percent of
the populace suffers from low back pain (LBP) once in the course of their life.
Because of its pervasiveness and huge involvement in dysfunction, it causes a yearly
expense exceeding $100 billion in the USA [2]. It becomes necessary to elucidate
the molecular mechanism for the remedy of pain after LDP.

The most ordinary levels for a prolapsed disc are L4-5 and L5-S1. The beginning
of symptoms is described by a sharp, burning, agonizing pain transmitting down the
posterior or lateral part of the leg, to beneath the knee. Pain is usually superficial and
localized and is often related to numbness or itching [3]. The specific mechanisms
underlying LDP, a particular type of intervertebral disk degeneration disease (DDD),
have rarely been explored exclusively, most of the studies on intervertebral disc
degeneration (IDD) depend upon the evaluation of tissues of the intervertebral disc,
which is a complicated layout comprised of annulus fibrosus and nucleus pulposus
inside the spinal region, andLDPhas been related to disruption of the annulus fibrosus
(AF), the expulsion of the nucleus pulposus (NP), and stimulation of nerve fibers,
which leads to pain.

With increasing age, an individual becomes more vulnerable to disc injuries over
a while [4]. It is generally common, with 5–20 cases for every 1000 adults yearly, and
relatively pervasive in the third to the fifth decade of life,with amale to female propor-
tion of 2 to 1 [5]. The medical remedy of the present situation has been restricted
due to the current constraint in the comprehension of its etiology. Hence, enormous
expertise in the fundamental working of LDP is essential for the improvement of
successful restorative systems.

In December 2019, a new agent, named severe acute respiratory syndrome coro-
navirus 2 (SARS-CoV-2), brought about a pandemic of acute respiratory illness and
was identified as the cause of this epidemic originally from the region of Wuhan,
China [6]. The World Health Organization (WHO) designated the disease caused by
SARS-CoV-2 as Coronavirus Disease 2019 (COVID-19) [7]. Additionally, conceiv-
able neuropathic torment has been represented in approximately 2.3% of patients
admitted to the hospital with coronavirus disease in the initial course; nevertheless,
the pervasiveness of such pain is still underrated [8].

Taking into consideration the significance of the neuronal problems ofCOVID-19,
it is assumed many patients experiencing this disease will have neuropathic agony
in less than a fortnight or months or that sufferers will show the failure of their
neurological difficulties or elevation of their torment. However, various prospective
studies are in progress in France in previously admitted ICU patients, and in Canada,
Internet-based surveys have been directed these days to determine the coronavirus
risk in victims of persistent pain [9]. Thus, it will be important to tentatively follow
such people who are suffering from persistent agony impacted due to coronavirus
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disease and differentiate regardless if the torment threat is intensifying in individuals
with neuropathic in contrast with non-neuropathic.

In this study, bioinformatics methods were utilized to explore the mRNA tran-
scriptome features of LDP patients acquired through the GEO repository; in addi-
tion, the dysregulated genes were discovered in people without or with neuropathic
torment thereafter LDP and subjected to functional analyses. We focused to identify
the new molecular biomarkers for neuropathic agony in patients suffering from LDP
and COVID-19. A significant relationship between neuropathic pain with LDP and
COVID-19 was obtained via evaluating their intersecting genes suggesting its role
in the mechanism of the inflammatory and immune response. Potential molecular
biomarkers of chronic neuropathic pain in LDP and COVID-19 were also obtained
using various bioinformatics tools in the Rstudio.

2 Methods

2.1 Microarray Analysis

The gene articulation profile GSE124272 based on the GPL21185-Agilent-072363
SurePrint G3 Human GE v3 8 × 60 K Microarray 039494 platform was extracted
from the GEO repository [10]. We used “neuropathic pain” as a keyword for data
retrieval. This dataset has eight patient samples with lumbar disc prolapse that were
confirmed by magnetic resonance imaging (MRI) and eight healthy samples that do
not have any clinical evidence of low back pain or sciatica.

2.2 Identification of DEGs

The scan data of the microarray chip was already log2 normalized for comparative
analyses. The raw data downloaded from the GEO database was converted into the
form of an expressionmatrix CSV file and imported into R [11]. The Limma package
[12] in Bioconductor was utilized to discover differential genes [13]. Additionally, it
provides t-statistics and p-values. In this study, dysregulated genes amid neuropathic
torment (disease category) and healthy volunteers (control category) were filtered
and chosen with the threshold criteria of p-value less than 0.05 and log2 fold change
(log2 FC).
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2.3 Functional Enrichment Analysis

Enrichment analysis of differentially expressed genes was assessed based on Gene
Ontology (GO) [14] over-representation using the ClusterProfiler package [15]
in Rstudio. Gene ontology is a very common and useful method to annotate
gene and gene products and for identifying characteristic biological attributes of
high-throughput transcriptome data that consists of three categories: biological
process (GO-BP term), cellular component (GO-CC term), and molecular function
(GO-MF term) [16]. The gene list must contain these four features: Log2 fold change
values, a list of gene names, Not a Number (NaN) values should be removed, and
gene list should be sorted in decreasing order.

The criteria for filtering the GO terms, p-value equals 1, and gene Set-size ≥5
was set as a cut-off. Benjamini and Hochberg’s method for the rectification of the
extent of all bogus discoveries was implemented to the natural p-value to obtain an
adjusted p-value.

2.4 Validation of Core Genes

COVID-19 gene list was extracted from the National Center for Biotechnology Insti-
tute (NCBI) Gene database [17] and then imported into Rstudio in CSV format. Two
data frames were generated for upregulated and downregulated gene symbols of
LDP, and their NaN values were removed. Then, the gplots package [18] was used in
R to generate Venn diagrams between coronavirus and LDP genes. Heatmaps were
constructed using the Pheatmap package [19] in R to further analyze the expression
pattern of key genes across the groups. RColorBrewer package [20] provides a color
palette to generate a colorful heatmap according to our choice.

3 Results and Discussion

3.1 DEG Analysis

Neuropathic pain is an exceptionally disabling disorder, for which treatments are
inadequate, and puts an extensive financial burden on society and the health admin-
istration. Drug discovery efforts are expensive and highly risky due to an absence
of a clear understanding of the systems of the development and maintenance of
pain. Transcriptomic studies have turned into a common approach to understanding
diseases and drug mechanisms [21]. Various studies have been reported on transcrip-
tome analysis of neuropathic pain in dorsal root ganglion after spinal cord injury [22]
or peripheral nerve injury [23].
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Fig. 1 Volcano plot indicating the log2 fold change (x-axis) of gene expression and the statistical
significance (y-axis) of the differential expression (DE) analysis performed between disease v/s
control group for GSE124272. Each point represents one gene. The horizontal dashed line shows
the p-value cutoff of <0.05, and the vertical dashed line shows log2 fold change between ±1

In this study, 58,341 probes were acquired using the Agilent technology. As illus-
trated in Fig. 1, there were 5923 insignificant genes, and an aggregate of 669 genes
was recognized to be dysregulated between lumbar disc prolapse (LDP) patients and
the control group with the cutoff of log2 fold change ±1 and p-value < 0.05. Among
them, there were 424 overexpressed genes displayed through red color; however, 245
were repressed genes shown with blue color, while the rest were in gray. A volcano
plot was constructed for these differentially expressed genes (DEGs) identified. Log2
fold change values were used as they can reveal the genes dramatically dysregulated
in an experiment. However, many researchers use log2 fold change as one of the
several criteria to apply to the microarray data analysis [24].

Table 1 depicts the top significantly enriched differentially expressed genes
(DEGs). The genes screened with positive log2 fold change value were termed
as upregulated, whereas the genes screened with negative log2 fold change were
termed as downregulated. The log2 fold change for the upregulated genes ranges from
1.000333 to 2.496979, and the p-value ranges from 0.04953086 to 1.336839e−05.
For downregulated genes, log2 fold change range between−1.000921 to−3.290563
and the p-value from 0.049592207 to 7.083443e−06.
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Table 1 Top 20 up and downregulated genes based on the above-mentioned threshold with their
gene expression ratios

S.
No.

ID Log2 FC P-value T-test Expression

1 A_24_P181254 2.496979 3.096585e−02 2.376824 Up

2 A_33_P3369944 2.230679 2.511422e−04 4.741740 Up

3 A_22_P00005118 2.140569 7.111626e−04 4.224611 Up

4 A_33_P3276845 2.129714 2.276188e−03 3.658007 Up

5 A_23_P71649 1.985203 3.857398e−03 3.402777 Up

6 A_23_P19291 1.911638 4.905737e−02 2.138477 Up

7 A_21_P0011503 1.899523 3.222180e−04 4.616744 Up

8 A_23_P130961 1.860880 1.281991e−02 2.818058 Up

9 A_22_P00002179 1.860696 7.687096e−03 3.068336 Up

10 A_23_P126540 1.858416 1.848077e−04 4.896762 Up

11 A_21_P0002758 −1.000921 2.054566e−02 −2.584080 Down

12 A_21_P0000515 −1.002780 2.783796e−03 −3.560574 Down

13 A_22_P00008939 −1.003268 1.135551e−02 −2.877677 Down

14 A_24_P944222 −1.003819 1.006201e−02 −2.936940 Down

15 A_22_P00016879 −1.004407 4.843097e−03 −3.292617 Down

16 A_33_P3214239 −1.004548 1.792222e−02 −2.652253 Down

17 A_23_P134663 −1.006300 4.484163e−02 −2.185616 Down

18 A_23_P257971 −1.006532 1.307808e−02 −2.808240 Down

19 A_21_P0008575 −1.008004 4.959221e−02 −2.132767 Down

20 A_24_P377775 −1.008638 3.550334e−02 −2.306731 Down

3.2 Functional Enrichment Analysis

The Gene Ontology (GO) enrichment analysis revealed that 751 pathways were
found to be upregulated, which were enriched in 553 biological processes, 111
cellular components, and 87 molecular functions terms, and 901 pathways were
found to be downregulated, which were enriched in 710 biological processes, 107
cellular components, and 84 molecular functions terms. As illustrated in Figs. 2
and 3, clusterProfiler performed over-representation analysis using dot plot, which
pinpoints different pathways of DEGs related to different ontologies [25]. P-values
and adjusted p-values were filtered out by the threshold given by the parameter of
p-value cut-off equals 1, minimum count set at 5 and FDR can be estimated by the
Benjamini–Hochberg method.

Here, dots address the term enrichment with a color gradient that ranges from red
to blue corresponding to increasing p-values: Red color indicates the high function
enrichment and less p-value, and blue demonstrates the low enrichment and elevated
p-value. The enrichment score shows how much a gene set is excessively present at
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Fig. 2 Functional enrichment analysis visualized as dot plot using clusterProfiler for upregulated
genes. Here, the GO terms of the 424 upregulated genes related to each ontology were ranked
according to the gene ratio. The gene ratio was defined as follows: Count divided by Set-size. The
term “count” indicates the range of genes that have a place with a given gene set, whereas “Set-size”
is the complete number of genes inside the gene set. In this figure, the x-axis is represented by gene
ratio, dot color by p-adjusted value, and count as the dot size

the top or lower part of an ordered list of genes. The sizes of the dots represent the
sum total of genes belonging to a gene set. As we can see that upregulated pathways
majority display red color dots, this suggests that a greater number of upregulated
pathways have less p-adjusted value and are highly enriched in the neuropathic pain
in lumbar disc prolapse patients. However, downregulated pathwaysmajority display
blue color dots, which suggest that a greater number of downregulated pathways have
high p-adjusted value and are less enriched in the neuropathic pain in lumbar disc
prolapse patients. Further study of these pathways can yield productive results to get
a better understanding of the mechanism. This analysis provides significant data for
further investigations.

The GO enrichment analysis indicated that upregulated DEGs were primarily
associated with “cell-killing”, “regulation of cellular activity inflammatory response
or immunity”, “signal transduction”, “defense response” [26] in the category of GO-
BP terms, “specific granule lumen [25]”, “extracellular space [2]” in the category
of GO-CC terms and “protein binding”, “peptidase activity”, “ion channel activity”
in the category of GO-MF terms. Most of the biological pathways in upregulated
geneswere about the inflammatory response or immunity, and the excessively critical
enrichment GO category was “leukocyte mediated cytotoxicity (GO:0, 001, 909)”
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Fig. 3 Functional enrichment analysis visualized as dot plot using clusterProfiler for downregulated
genes. Here, the GO terms of the 245 downregulated genes related to each ontology were ranked
according to the gene ratio. The gene ratio was defined as follows: Count divided by Set-size. The
term “count” indicates the range of genes that have a place within a given gene set, whereas “Set-s
ize” is the complete number of genes inside the gene set. In this figure, the x-axis is represented by
gene ratio, dot color by p-adjusted value, and count as the dot size

[27] with a p-value of 0.0005490003. Other significant categories were related to
response to stimulus, regulation of signal transduction, and positive regulation of
cellular processes. These results confirmed that immune response is very important
in neuropathic pain in LDP [22, 26–28].

Previous models based on neuropathic torment displayed the verification of
an important technical role for immune cells in the constancy of torment [29].
However, human imaging researches are steady with preclinical disclosures, with
glial enactment obvious inside the brain of sufferers encountering persistent pain.
Thence, insusceptible cells are not generally viewed as uninvolved bystanders in
the sensory system; an understanding is emerging that, through their correspon-
dence with neurons, the two of them can engender and stay aware of sickness states,
including neuropathic torment. In the spinal cord, an immoderate neuronal firing
influences the critical enactment of immune cells, to be explicit microglia, that
prompts neuroinflammation. The key effector systems of the cellular immune reac-
tion are named inflammation and cytotoxicity [30]. The symptoms like harm, pain,
swelling, and redness are in huge part the result of the roles of inflammatory media-
tors, for example, cytokines, chemokines, and vasodilators delivered from immune
cells in an interaction intended to secure and ease the maintenance of harmed tissue.
On the opposite side, the job of cytotoxicity is to destroy alive cells as well as savage
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tissues through apoptotic techniques and is a significant function of immunity against
malignant growth.

The over-represented enrichment analysis demonstrated that downregulated genes
were primarily associated with “response to mechanical stimulus”, “transport”, “reg-
ulation of cell cycle” in the category of GO-BP terms, “plasma membrane”, “cell
junction” in the category of GO-CC terms and “tubulin-binding”, “cell adhesion
and molecular binding” [1] in the category of GO-MF terms. Most of the biological
pathways in downregulated genes were related to the cell cycle, and the excessively
critical enrichment GO category was “response to amechanical stimulus (GO:0, 009,
612) [5, 23]” with a p-value of 0.0003956992. These results confirmed that response
to external stimuli is very important in neuropathic pain in LDP.

The nervous system recognizes and deciphers a broad variety of warm and
mechanical stimuli including ecological and intrinsic synthetic aggravations. At the
point when extreme, these boosts produce intense pain, and on account of tenacious
agony, both peripheral and central sensory systems as parts of the aggravation trans-
mission pathway show enormous versatility, expanding torment flags and creating
touchiness [31]. Such stimuli produce ongoing aches and two sorts of hyperalgesia:
primary and secondary. Primary hyperalgesia takes place at the location of tissue
injury and is intervened in element with the aid of the sensitization of number one
afferent nociceptors, which is mediated through the enhanced reaction to warmth
upgrades, as an instance. Secondary hyperalgesia happens in the unharmed group of
cells encompassing the area of the wound and is believed to be because of stimu-
lation in the CNS. Secondary hyperalgesia is portrayed by utilizing hyperalgesia to
mechanical, however no longer warm, upgrades. It is akin to the hyperalgesia found
inside the victim with neuropathic torment [32]. There are two sorts of mechanical
hyperalgesia noticed: agony to light-stroking boosts which is allodynia and increased
agony to punctate improvements. A couple of psychophysical investigations in the
participants give solid proof that optional hyperalgesia is because of sensitization
inside the CNS.

3.3 Validation of Core Genes

The Venn diagram summarizes the overlap among upregulated genes, downregu-
lated genes in lumbar disc prolapse, and the list of COVID-19 genes derived from
NCBI’s Gene Database (Fig. 4). The number of genes common between them
was indicated by the overlap between the two circles. There were four common
genes, “CEACAM1”, “FCGR3A”, “IL1RN”, “REN”, found between upregulated
and COVID-19, whereas only two common genes, “PLG”, “NRP1”, were found in
downregulated and COVID-19. However, no intersecting genes are found among all
three groups. The number of genes involved in upregulated genes (UP) was 223,
downregulated genes (DOWN) were 178, and the number of genes extracted from
NCBI’s GENE database for coronavirus disease (COVID) was 220.
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Fig. 4 Venn diagram for neuropathic pain in dysregulated genes of LDP and the list of genes
derived for coronavirus from NCBI’s Gene Database

3.4 Molecular Biomarkers of Neuropathic Pain in LDP
and COVID-19

The molecular biomarkers of neuropathic pain caused by LDP and COVID-19 were
identified in this study including CEACAM1, FCGR3A, IL1RN, REN, PLG, and
NRP1. These genes and their roles in neuropathic pain are defined as below:

Carcinoembryonic antigen-related cell adhesion molecule 1 (CEACAM1) gene
cipher from the family of carcinoembryonic antigen (CEA) that has a place with the
immune globulin superfamily.Various researches have revealed the significant role of
CEACAM1 in the progression of COVID-19 by regulating the cell–cell communica-
tion of developing neutrophils and type II pneumocytes in peripheral blood mononu-
clear cells and bronchoalveolar lavage fluid, respectively [33]. The encoded protein
intervenes in cell adhesion through homophilic and heterophilic binding to different
proteins of the subgroup and is recognized on leukocytes, epithelial, and endothelial.

Numerous cellular exercises seem credited toward the ciphered protein, also
comprising jobs inside the separation along with the course of action of tissue
three-layered design, apoptosis, cancer elimination, angiogenesis, metastasis, and
the adjustment of adaptive and innate immune reactions. CEACAM1 performs a
crucial role in the immune response of T cells, natural killer (NK), and neutrophils
[34]. In addition, it hinders T cell multiplication and cytokine formation via restraints
of the JNK cascade and plays a pivotal role in controlling autoimmunity and against
cancer resistance by repressing T cells via its response with HAVCR2.

Fc fragment of IgG receptor IIIa (FCGR3A) gene engages with the expulsion
of antigen–antibody complexes and a few other responses like antibody-dependent
and natural killer cell-mediated cytotoxicity and antibody-dependent improvement
of the virus infections. Studies have confirmed that the FCGR3A gene mediates
phagocytosis and inflammatory molecule plasminogen (PLG) activates host defense
response and immunological pathways in low back pain [35].

This FCGR3A gene is profoundly like one more nearby gene FCGR3B situ-
ated upon chromosome 1. FCGR3A receptor expresses on natural killer (NK) cells
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in the form of integral membrane glycoprotein that is anchored through the trans-
membrane peptide. This gene has also been reviewed for its involvement in SARS-
CoV-2 infection. Alterations in this gene are related to immunodeficiency, and it
is connected to sensitivity to repetitive viral diseases, vulnerability to alloimmune
neonatal neutropenia, and fundamental lupus erythematosus [36].

The protein encoded by the interleukin 1 receptor antagonist (IL1RN) gene is a
member of the interleukin 1 cytokine family. It modulates a variety of interleukin 1-
related immune and inflammatory reactions, especially in the acute phase of infection
and inflammation. It is a strong anti-inflammatory particle that works on the ordinary
actions of the interleukin 1, proinflammatory cytokines [37]. IL1RN was at first
depicted as a normally happening antagonist for the IL-1 receptor. Conservation of
a balance among the IL-1 & IL1RN ranges in the localized group of cells impacts
the corresponding inflammatory impacts of IL-1, and variation of the equilibrium
inclines cells to the generation of a variety of infections. IL1RN has been observed
to be related to the risk of lumbar disc prolapse in Finland samples, and it may play
a defensive part against the risk of LDP, which can be further utilized to find targets
for clinical prevention and/or treatment [38]. Its protein level was likewise observed
to be raised in the plasma of COVID-19 patients [39].

The REN (renin) gene encodes renin, an aspartic protease that is discharged by
the kidneys. Aside from the appropriately recorded function of the RAAS (renin–
angiotensin–aldosterone system) in managing blood pressure with additional associ-
ated factors, its job in regulating diverse physiological or pathological features which
include neuropathic agony [40]. Like its double function in regulating pressure-
related tension and psychological capabilities, its additional function has been
recorded in pain balance in diverse disorder conditions.

Medications restricting the RAAS enactment, via aldosterone opponents, AT1
receptor enemies, angiotensin-converting enzyme (ACE) restraints, and renin
constraints, were displayed for delivering useful outcomes in headache, neuropathic
and nociceptive torment. Its useful influences were specifically attributed to the
hindrance of the inflammatory course of responses through repressing the creation of
key cytokines, such as tumor necrosis factor (TNF)-α [41]. RAAS is involved in the
COVID-19 pandemic through the crucial function of ACE2 during viral infection.
Modification inside the RAAS gene may be related to the heterogeneous response
to SARS-CoV-2 infection [42].

The plasminogen (PLG) gene provides guidelines for making a protein known
as plasminogen, which is created in the liver. As an expansive range protease, plas-
minogen hasmultiple roles that add to the guideline of an inflammatory reaction [43].
Plasminogen additionally plays a part in cell relocation and enrollment of insuscep-
tible cells toward the location of the wound. The increased plasminogen level lowers
the plasmin activity and decreased fibrinolysis, which provides some explanation for
the fibrin-mediated increase in blood viscosity and hypercoagulability in COVID-
19 patients [44]. It is a critical intermediary of perivascular macrophage relocation
which acts as a pivotal part in the correspondence of inflammatory signs among the
CNS and periphery [45]. Depletion of PLG just in the periphery region causes a
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reduction in this neuroimmune reaction, prompting a significant discovery about the
guideline of neuroinflammation from fundamental particles [46].

Neuropilin-1 is a member of a signaling family, became displayed to fill as an
access factor and potentiate SARS coronavirus 2 (SARS-CoV-2) infectivity in vitro
[47]. The expression of this cell surface receptor is significant in angiogenesis, multi-
plication of the tumor, the passage of virus, axonal direction, and immune role. It is
involved in various respect of SARS-CoV-2 contamination along with conceivable
spread via the olfactory bulb and into the CNS and extendedNRP-1 RNA articulation
in lungs of extreme Coronavirus Disease 2019 (COVID-19). The role of NRP-1 in
insusceptible characteristics is convincing, considering the function of an overstated
safe reaction in ailment seriousness and demise because of coronavirus disease. It is
recommended to be an insusceptible spot of T cell memory [48]. It is obscurewhether
the contribution and elevation of NRP-1 in coronavirus disease might change over
into infection results and long-haul reactions, consisting of feasible immune disorder.
Prior studies revealed that a huge decline of Nrp-1 in the degenerate human interver-
tebral disc (IVD) causes expanded neural ingrowth and propose that Nrp-1 would
possibly have a regulatory function in disc degeneration [49].

Construction of heatmaps. The heatmaps were generated to analyze the pattern
of dysregulation of genes as well as how their expression was correlated with each
other to get a superior comprehension of the pathophysiology of LDP.

The dendrogram was created using the Pearson correlation coefficient. The genes
were clustered in terms of expression. In the hierarchical grouping dendrogram of the
gene articulation, the x-axis at the lower part of the map displays the label of genes,
and the y-axis on the right facet addresses the type of sample in LDP. The y-axis
on the left facet tends to the two forms of shading band, i.e., “orange” for diseased
samples and “green” for control samples, and the x-axis at the top shows the level
of bunching of samples. Here, the red shading represents overexpression; however,
the blue shading represents repression. The more obscure red demonstrates a robust
upregulation in the articulation, and the stronger blue shows a robust downregulation
in the articulation. Moreover, we determined the Pearson relationship to generate the
gap in the middle of the genes and samples which executed the progressive grouping
based totally on the used common technique for the association.

The intersecting genes involved in LDP upregulated and COVID-19 have been
presented in Fig. 5. Here, we can observe genes REN, CEACAM1, and IL1RN that
show similar expression patterns across the groups. The genes were upregulated in
the disease group (patientwith lumbar disc prolapse). Out of these genes, CEACAM1
and IL1RNwere closely grouped. FCGR3A gene expression was slightly decreasing
in the control group. This gene is not clustered with others as it shows quite different
expression patterns.

REN, IL1RN, and FCGR3A show difference in their expression values from
CEACAM1. They tend to show neutral gene expression scores, REN displays it in
the disease group, however, IL1RN and FCGR3A in the control group. Thus, it can be
said that these genes start to get dysregulated in patients suffering from lumbar disc
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Fig. 5 Heatmap to study the gene expression pattern for the intersecting genes involved in LDP
upregulated and COVID-19 across the groups

prolapsewith no or little neuropathic pain (NP) and get infectedwith the coronavirus.
Hence, these genes can function as the markers for the early analysis of neuropathic
pain followed by COVID-19 and lumbar disc prolapse (LDP) and can be targeted
to develop potential therapies or medicines for the treatment of chronic neuropathic
pain.

The genes in Fig. 6 show similar gene expression patterns. It can be seen that genes
in the disease group seem to be slightly downregulated. The NRP1 gene displayed
neutral gene expression scores in the control group. It can be inferred from this obser-
vation that the process of dysregulation in the patients suffering from lumbar disc
prolapsewith no or little neuropathic pain (NP) and get infectedwith the coronavirus.
Hence, these genes can act as the markers for the early identification of neuropathic
pain followed by COVID-19 and lumbar disc prolapse (LDP) and can be targeted
to develop potential therapies or medicines for the treatment of chronic neuropathic
pain.
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Fig. 6 Heatmap to study the gene expression pattern for the intersecting genes involved in LDP
downregulated and COVID-19 across the groups

4 Conclusion and Future Prospects

The present study demonstrated that CEACAM1, FCGR3A, IL1RN, REN, PLG, and
NRP1were identified as potential biomarkers of LDP and COVID-19 using various
bioinformatic tools and techniques. LDP depends on intervertebral disc degenera-
tion, and the degree of histopathologic degeneration of lumbar intervertebral discs
varies. On account of such groupings, DEGs may be associated with other related
mechanisms and not just IDD. Thus, the convergence of the dysregulated LDP and
COVID-19 genes was focused on obtaining molecular markers.

To recapitulate, we discovered inflammatory or immune attributes as a peripheral
blood transcriptomic signature for lumbar disc prolapse and Coronavirus Disease
2019 and recognized genes that can be crucial for mRNA dysregulation in patients
with LDP. Concerning now, they have no reliable information related to the perva-
siveness and clinical highlights of neuropathic pain in patients having the coronavirus
disease; however, several potential kinds of research are in progress in France and
Canada. Future investigations should further portray the role of the peripheral inflam-
matory and immune response played in the pathology of LDP and COVID-19 and
regulate its importance to overall disease progression to help millions of people
suffering.
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Political Optimizer Algorithm
for Optimal Location and Sizing
of Photovoltaic Distribution Generation
in Electrical Distribution Network

D. Sreenivasulu Reddy , Varaprasad Janamala ,
and Pappu Soundarya Lahari

Abstract In this paper, the political optimizer (PO), a new and efficient socio-
inspiredmeta-heuristic search algorithm, is proposed for the first time in this research
for determining the ideal locations and capacities of photovoltaic (PV) distribution
generation (DG) in electrical distribution networks (EDN). A multi-objective func-
tion is designed to lower distribution losses and voltage deviation indexes and maxi-
mize voltage stability, among other objectives. The computational efficiency of PO
when solving the optimal allocation of PV systems in EDN is investigated on an
IEEE 33-bus EDN. The results indicate that integrating small DGs at multiple loca-
tions has a better EDN performance than integrating a single significant DG in the
network. The results also suggest that, as demonstrated by a comparative analysis
of PO results and those of other related literature works, PO can deal with complex
multi-variable optimization problems.

Keywords Electrical distribution network · Distribution generation · Photovoltaic
system · Political optimizer · Loss minimization · Voltage profile · Voltage
stability index

1 Introduction

De-carbonization is given higher priority than sustainability.Renewable energy (RE)-
based distribution generation (DGs) is used to meet the load demand. Because the
distribution system is a more complex network, it has higher power losses when
compared to the transmission network, which leads to voltage instability, poor
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voltage regulation, and an increase in economic aspects. The potential benefits
of DG with proper sizing and allocation in a network will include the following:
improving voltage profile, reducing losses in a system, reliable supply, transmission
system stress reduction, environmental friendliness, lower greenhouse gas emis-
sions, improving power quality, and reduction in peak power requirements. By defi-
nition [1], DG is the generation of electricity near where it is used. This includes
conventional-type generation and RE, mainly photovoltaic (PV) and wind turbines
(WT) in small generation units. DG can also be called distributed energy, embedded
generation, on-site generation, or district/decentralized energy.

In [2], loss minimization is achieved by optimizing the location and sizing of three
solar PV systems using the Bat Algorithm (BA). In [3], the gbest-guided artificial bee
colony (GABC) algorithm is proposed for solving the optimumallocation of different
types of DGs considering different loading levels and different types of loads. The
impact of DGs is analyzed for technical and economic benefits in distribution system
operation. The author uses an improved differential search algorithm (IDSA) in [4]
to select optimal sizes and locations for three different numbers of DGs, thereby
minimizing power loss, improving voltage profile, and reducing economic aspects.
In [5], a new bio-inspired algorithm, manta-ray foraging optimization (MRFO), is
used, considering the reduction in losses as the primary objective by selecting an
appropriate size and optimal placement. Simulation results of three different radial
systems with three different numbers of DGs are implemented, and the results are
compared with other heuristic techniques. In [6], a newmeta-heuristic algorithm, the
hybrid grey wolf optimizer, is used. The objective function is to reduce the losses
and enhance the voltage profile on each bus. Results obtained are compared with the
other algorithms and matched to get the best possible outcome. Different numbers
of DGs are simulated on the IEEE-33, 69, and 85 bus systems. In [7], a constraint-
based multi-objective approach using the comprehensive teaching learning-based
optimization (CTLBO) algorithm is proposed to allocate multiple DGs and also for
network loadability enhancement by reconfiguring them, reduction in active power
losses, enhanced voltage profile, voltage stability index, and qualified loadability
index under all constraints in different radial networks. In [8], multiple DG alloca-
tions with multiple objective functions are considered. A bio-inspired Cuckoo search
algorithm is (CSO) used as an optimization technique that reduces power losses. The
performance evaluation of the proposed system is done by comparing it with the
PSO technique. In [9], the Whale Optimization Technique (WOT) is used to opti-
mize multiple DG placements to reduce power loss, improve voltage profile, and
increase economic benefits. The results are tested on two different radial systems
compared with other heuristic methods. In [10], Stud Krill Algorithm (SKHA), a
new meta-heuristic algorithm, is introduced for multiple DG allocation and sizing
in two different radial systems and one real-time system for improving loss mini-
mization and hence voltage stability achievement under various loading conditions.
The performance evaluation compares the proposed method with other methods and
proves that a considerable loss reduction has been obtained. The optimal allocation of
the DGs problem is one of many meta-heuristic algorithms that have been proposed
in the literature [11] for solving this problem.
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The No-free-launch (NFL) theorem states that no such algorithm can solve all
types of optimization problems [12]. As a result, researchers continue to be inspired
to develop simple and efficient heuristic algorithms for solvingoptimizationproblems
of various types. The Political Optimizer [13] is a type of recent socio-inspired meta-
heuristic algorithm for global optimization problems, and it is one of several such
algorithms. In this paper, PO is used for the first time to solve the DG allocation
problem in the EDN. The primary objectives are to emphasize loss minimization,
voltage deviation index minimization, and voltage stability enhancement.

2 Problem Formulation

The key operational concerns to optimize EDN operation and control are distribution
losses, voltage profile, and stability. Amulti-objective function is defined to optimize
such performance indices, resulting in an efficient EDN.

f1 = Ploss =
∑

k

I 2k rk (1)

f2 = AVDI = 1

nb

∑

nb

(|Vr | − |Vi |)2 (2)

f3 = 1

VSI j
= 1∣∣∣V 4

j

∣∣∣ − 4
(
Pj xk − Q jrk

) − 4
(
Pjrk + Q j xk

)∣∣V 2
i

∣∣
(3)

OF = min{ f 1 + f 2 + f 3} (4)

The suggested multi-objective function is solved with the voltage, current, and
DGs power restrictions in mind.

|Vi |min ≤ |Vi | ≤ |Vi |max i = 1, 2, ..., nb (5)

|Ii | ≤ |Ii |max i = 1, 2, ..., nbr (6)

ndg∑

i=1

Pdg(i) ≤ PD (7)

where f 1, f 2, and f 3 define the distribution losses, voltage profile, voltage stability
of the EDN, and overall objective function, respectively. Ik , rk , and xk are the
current flow, resistance, and reactance of a branch-k connected between bus-i and
bus-j, respectively; V i and Vj are the voltage magnitudes of reference and other
buses, respectively; the real and reactive power loads of bus j are denoted by
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Pj and Qj, respectively. Pdg(i), PD is the DG real power and total real power
demand, respectively; ndg, nb, and nbr are the number of DGs, buses, and branches,
respectively.

3 Political Optimizer

The construction of this newly designed meta-heuristic political optimizer (PO) [13]
was inspired by strategic political games during the election period in western coun-
tries. The heuristic method can depict the following by breaking the entire election
process into crucial phases: (i) party formation and constituency allocation represent
population initialization; (ii) election campaign represents exploration and exploita-
tion phases; (iii) interparty election, party switching represents balancing between
exploration and exploitation phases, including population updating; and (iv) elec-
tion representation. PO is a highly competitive optimization strategy for solving
nonlinear, complex optimization problems in real-time engineering.

The PO addresses the process of nomination by the number of political parties (n),
with its number of candidates (n) in a constituency and the same process in several
constituencies/dimensions (d) simultaneously in the first phase, as with any heuristic
method for population initialization.

M = {M1, M2, ..., Mi , ..., Mn} (8)

Mi =
{
m1

i ,m
2
i , ...,m

j
i , ...,m

n
i

}
(9)

m j
i =

{
m1

i,1,m
2
i,2, ...,m

j
i, j , ...,m

n
i,d

}T
(10)

Now, there could be n election candidates representing various political parties
for each electoral district, with the jth candidate representing a single solution, as
proposed.

K = {
K1, K2, ..., K j , ..., Kn

}
(11)

K j =
{
m j

1,m
j
2, ...,m

j
j , ...,m

n
n

}
(12)

The best fitness candidate for a given party can serve as the constituency’s leader
and is assessed by,

m∗
i = mq

i where q = argmin
1≤ j≤n

f
(
m j

i

)
,∀i = {1, ..., n} (13)
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Following the election phase, each constituency’s party leaders can now be chosen
as a solution vector, as specified by

m∗ = {
m∗

1,m
∗
2, ...,m

∗
i , ...,m

∗
n

}
(14)

Members of parliament are elected from a variety of constituencies and are
classified as

K ∗ = {
k∗
1 , k

∗
2 , ..., k

∗
j , ..., k

∗
n

}
(15)

The exploration and exploitation phases are developed in the second phase using
the strategies employed by each candidate during the election campaign.Whenfitness
improves, Eq. (16) is used to update the variables; Eq. (17) is used

m j
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Both are updating the position refer to the party leader (m∗
i ) and the constituency

winner (k∗
j ). Here, a random number with a uniform distribution in the range [0, 1]

l∗ is used to address the party leader position first and then the constituency winner
position.
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The third phase proposes a proper balance between exploration and exploitation
using the scenario of an electoral candidate switching parties. While party switching
may occur concurrently with the election campaign during generation, it is imple-
mented in PO after the election campaign phase through an adaptive parameter called
the party switching rate (λ), which is defined as decreasing linearly from one to zero
throughout the iteration phase.
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q = argmax
1≤ j≤n

f
(
m j

r

)
(18)

The fourth stage maps the election phase to calculate the fitness value using
winners from all constituencies, as specified by,

q = argmin
1≤ j≤n

f
(
m j

i

)
,where k∗

j = m j
q (19)

In the fifth phase, the exploitation and convergence stages are modeled using
Eqs. (13) and (14) to create a synergistic scenario of parliamentary affairs following
elections (19). When the winner of the jth constituency (k∗

j ) improves its fitness, it
updates its position and fitness by selecting the reference of a randomparliamentarian
(k∗

r ). Additionally, it causes the position of that parliamentarian (k∗
j ) in the vector of

winning party members (Mi ) to be updated appropriately.
PO distinguishes itself by emulating this simple strategic gaming for election

victory, and it has been developed so that it is suitable for determining a global
solution.

4 Results and Discussion

The proposed methodology’s effectiveness is evaluated using the widely used IEEE
33-bus system. The proposed PO was implemented in MATLAB on a PC with an
Intel Core i5-4210U processor running at up to 1.7 GHz and 8 GB of RAM. The
simulations are run for four different scenarios: (1) no DGs, (2) optimal allocation
of one PV type DG, (3) optimal allocation of two PV type DGs, and (4) optimal
allocation of three PV type DGs. For all the case studies, the maximum number
of iterations = 50, number of populations/dimensions = 50, number of political
parties/search variables = 2 × number of DG’s (one for location and another for
size), maximum limit of party fixing rate/lambda = 1.

Case 1: The test system has a base caseload of 3715 kW and 2300 kVAr and
suffers from distribution losses of 210.9983 kW + j 143.0329 kVAr. The overall
VSI of the system is 0.666, and it has the minimum voltage magnitude at bus-18
of 0.904 p.u.
Case 2: The optimal PV location is bus-6, and correspondingly, the optimal size
is 2588 kW, respectively. The EDN performance is changed as follows: losses
are decreased to 111.0299 kW+ j 81.6838 kVAr. The overall VSI of the system is
raised to 0.7926, and it has the minimum voltage magnitude at bus-33 of 0.9435
p.u.
Case 3: The optimal PV locations are bus-13, and bus-30, and correspondingly, the
optimal sizes are 854 kW, and 1170 kW, respectively. The EDN performance is
changed as follows: losses are decreased 85.708 kW+ j 58.908 kVAr. The overall
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VSI of the system is raised 0.884, and it has the minimum voltage magnitude at
bus-33 of 0.9697 p.u.
Case 4: The optimal PV location is bus-13, bus-24, and bus-30, and correspond-
ingly, the optimal sizes are 800 kW, 1069 kW, and 1064 kW, respectively. The
EDN performance is changed as follows: losses are decreased to 71.841 kW + j
50.0287 kVAr. The overall VSI of the system is raised to 0.8831, and it has the
minimum voltage magnitude at bus-33 of 0.9694 p.u.

The results of PO are compared with literature for one, two, and three PV type
DGs in Tables 1, 2, and 3, respectively. From these results, PO outperformed GABC
[3], MRFO [5], MRFO [5], CTLBO [7], HGWO [6], WOA [9], SKHA [10], KHA
[10], PFA [14] algorithms.

Table 1 Comparison of PO results for one PV allocation

Method Locations
(bus #)

Size
(kW)

Ploss
(kW)

Qloss
(kVAr)

Vmin
(p.u)

AVDI VSI

Base 210.9983 143.0329 0.9039 0.0546 0.6675

GABC [3] 30 1543 125.15 87.734 0.927 1.1791 0.740

MRFO [5] 6 2590.2 111.021 81.266 0.9427 0.0277 0.7898

CTLBO[7] 8 3609.8 192.72 155.393 0.977 0.0038 0.8797

HGWO [6] 6 2590 111.018 81.2661 0.9427 0.0277 0.7898

WOA [9] 6 2589.6 111 81.69 0.9424 0.0277 0.7898

SKHA [10] 6 2590.215 111.018 81.716 0.9424 0.0277 0.7898

KHA [10] 6 2590.216 111.018 81.716 0.9424 0.0277 0.7898

PFA[14] 6 2590.264 111.03 81.684 0.9424 0.0280 0.7684

Proposed
PO algorithm

6 2588 111.0299 81.6838 0.9435 0.0272 0.7926

Table 2 Comparison of PO results for two PV allocation

Method Locations
(bus #)

Size
(kW)

Ploss
(kW)

Qloss
(kVAr)

Vmin
(p.u)

AVDI VSI

Base 210.548 142.7439 0.9039 0.0546 0.6675

GABC [3] 29 30 1015 626 119.5937 86.6530 0.9294 0.0321 0.7462

MRFO [5] 13 30 851.51 1158 85.7163 58.879 0.9693 0.020 0.8828

CTLBO[7] 15 30 1430 2568 86.576 66.509 0.9861 0 0.9456

HGWO [6] 13 30 852 1158 85.7163 58.879 0.9693 0.02 0.8828

SKHA
[10]

13 30 851.63 1157.58 87.165 59.812 0.9685 0.02 0.8828

KHA [10] 13 29 824.49 1241.71 87.426 60.209 0.9667 0.02 0.8761

Proposed
PO
algorithm

13 30 854 1170 85.708 58.908 0.9697 0.0198 0.8840
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Table 3 Comparison of PO results for three PV allocation

Method Locations
(bus #)

Size
(kW)

Ploss
(kW)

Qloss
(kVAr)

Vmin
(p.u)

AVDI VSI

Base 210.548 142.743 0.9039 0.0546 0.6675

GABC [3] 28 29 30 1098 132 609 95.29 83.125 0.9629 0.6977 0.8596

SKHA
[10]

13 24 30 1054 1091 802 75.507 52.240 0.9647 0.0164 0.8660

IDSA [4] 13 25 30 800 1037 969 73.321 51.010 0.9664 0.0194 0.8722

CTLBO[7] 13 16 30 967.7 563.7 2508 83.897 61.97 0.9863 0.5302 0.9465

BA [2] 13 24 30 720 1020 980 72.781 50.625 0.9638 0.0211 0.8628

WOA [9] 13 25 30 857 772 1073 72.664 50.304 0.9696 0.0179 0.8838

MRFO [5] 13 24 30 788 1017 1035 71.964 50.046 0.9682 0.0190 0.8786

CSA [8] 14 24 30 750 1100 1050 71.891 50.079 0.9686 0.0189 0.8801

HGWO
[6]

13 24 30 802 1090 1054 71.845 50.033 0.9694 0.0182 0.8831

Proposed
PO
algorithm

13 24 30 800 1069 1064 71.841 50.0287 0.9694 0.0182 0.8831

On the other hand, compared to the base case, one PV installation at bus-6 resulted
in an x% loss reduction, two PV DGs caused y% loss reduction, and three PV DGs
resulted in z% loss reduction. Similarly, the voltage deviation index also decreases
for the number of PV DGs, from a, b, c, and d, respectively. On the other hand, the
voltage stability index improves from a to b, c, and d with no DG, one DG, two
DGs, and three DGs, respectively. From this, one can say that the EDN performance
improves in all aspects by having dispersed DGs with small-scale levels at as many
locations as possible instead of a largeDGat one place. Thus, determining the optimal
number of DGs is also a critical issue and can extend the research problem in this
area.

5 Conclusion

Using a new and efficient socio-inspired meta-heuristic search method, the political
optimizer (PO) determines PV distribution generation’s ideal locations and capaci-
ties in electrical distribution networks. A multi-objective function reduces distribu-
tion losses and the voltage deviation index while increasing voltage stability. This
work analyzes the computing efficiency of PO while determining the optimal PV
system allocation in an EDN. In the study, smaller distributed generation units (DGs)
performed better than larger distributed generation units (DGs) at different loca-
tions. Comparing PO’s results to other similar literature shows that PO can handle
challenging multi-variable optimization problems of a complicated nature.
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Cyberbullying Detection in Social Media
Using Supervised ML and NLP
Techniques

Karthiga Shankar, A. M. Abirami, K. Indira, C. V. Nisha Angeline,
and K. Shubhavya

Abstract With the increase in the number of social media applications, cyberbul-
lying is growing day by day. Though individuals are expressively attached in out of
community Internet platform, these chances stance a major threat, such as cyber-
attacks, including cyberbullying. In the existing system, we have more machine
learning models to overcome the cyberattacks, even though it does not hold all the
security metrics. To overcome this problem, we have developed a machine learning
model to identify abusive and non-abusive tweets with the source of Twitter data.
Consequently, we also established a model that automatically detects bullying on the
social media application. There are many ways to detect bullying on social media,
but many are text-based and give minimal accuracy on the Twitter dataset. In this
system, we have explored about 20,001 unique tweets from Twitter. Finally, in the
proposed model, the data is given into two classifiers such as SVM and Naive Bayes
which are used to train and test destructive social media content. Experimental results
are achieved in a better manner to detect the unwanted tweets from the application.
The proposed model is a better model that gives good quality precision, and thus,
this model can be used for future works.

Keywords SVM · Naïve Bayes · Accuracy

1 Introduction

Community Internet sites are being extensively utilized at present for numerous
functions like entertainment, networking, user interaction, etc. Community Internet
platform involves the authority of the contributing people. Connecting sideways
individuals is no exemption. As knowledge has changed the approach, individuals
relate with a broader manner and have given a new component to transmission.
Several individuals are illegitimately utilizing the neighborhoods.

K. Shankar (B) · A. M. Abirami · K. Indira · C. V. N. Angeline · K. Shubhavya
Department of Information Technology, Thiagarajar College of Engineering, Madurai, India
e-mail: skait@tce.edu

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
H. Sharma et al. (eds.), Communication and Intelligent Systems, Lecture Notes
in Networks and Systems 461, https://doi.org/10.1007/978-981-19-2130-8_63

817

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2130-8_63&domain=pdf
mailto:skait@tce.edu
https://doi.org/10.1007/978-981-19-2130-8_63


818 K. Shankar et al.

Cyberbullying is the consumption of knowledge to threaten somebody. Commu-
nity Internet sites provide a creative medium for people who employ these sites to
attack or bully other powerless and young users. Tormenters use several essential
services like Twitter, Facebook, and email to intimidate other individuals. Cyberbul-
lying is one of the greatest problems come about Internet exploitation and a major
public trouble particularly for adolescent people. Consequently, scientists are dedi-
cating on how to uncover and avoid the occurrence of cyberbullying, especially in
community mass media. Cyberbullying is not simply restricted to making a pretend
personality and advertising/displaying some uncomfortable photo or video, disagree-
able stories about someone but also openhanded threats to others. The impacts of
cyberbullying on social media are alarming, sometimes leading to the death of some
unfortunate victims.

Even though individuals are sensitively linked all as one through social media,
these services take down huge pressures with them such as cyberattacks, which
involve cyberbullying. Thus, we are in need of a complete machine learning model to
analyze the cyberattacks. Presently, social media is an essential component of regular
lifetime. Nevertheless, young people’s handling of expertise, as well as social media,
can show them too many social and emotional consequences. One of these risks is
cyberbullying, which is a prominent social attack occurring on social media plat-
forms. The challenge can be faced by identifying and avoiding it by using a machine
learning method, and this need to be done using a distinct viewpoint. Cyberbullying
occurrences are growing day by day as knowledge moves out. Many cyberbullying
instances are described by companies each year. Many machine learning models
not actually classify and predict the tweets which are displayed in the social media.
Even though there are numerous systems, they use only labeled data which has been
previously given in the dataset. However, at times the dataset may well give way to
create precise outcome of identified information.

1.1 Objective

The primary purpose is to find out abusive posts that seem to be degrading for society
and people. We are competent to effectively alter the offenses that are discriminating
in the online platform. The provisions of this article include

1. To build a machine learning model to predict the data trustworthiness in the
social media application.

2. To overcome the prevailing model performance issues, classifier is used to eval-
uate the system effectiveness and is added with the framework for normal and
abusive tweets.



Cyberbullying Detection in Social Media Using … 819

2 Related Work

Currently, there has been a growth in the intensity of cyber actions by youngsters,
particularly on community Internet sites, which consistently subjected them to cyber-
bullying. Data Handling is very important and this will influence the attitude of
people, discourage the person, and can take the lead them to decline the action.
Many machine learning models and cybersecurity team researchers worked on it,
and some of the works are cited: The framework is developed that uses the detecting
offensive language in socialmedia to guard the protection of elder people. Consumer-
point rudeness discovery appears a more viable methodology [1]. We recognize the
impact of expletives and obscenities in verifying attack matter and establish a small
hand-authoring syntactic rules in identifying name-calling harassments. Cyberbul-
lying system is created with data of the user arguments for tagging is employed with
crowdsourcing, catching the true-time situation of intentionally abusive words or sort
words [2]. Intelligent system is developed, an experimental study to establish the
efficiency and implementation of deep learning algorithms in exposing community
analysis. The numerous models were tested with experimental results of tokeniza-
tion and streaming. Experimental solutions given as deep learning model are ready
to provide good accuracy in the proposed system [3].

Security would be aligned with AI automated model, and this is the next gener-
ation of attack system with soft computing methods [4]. The work represents a
deep neural model for cyberbullying detection with active steering for guessing the
verbatim bullying substance and a model for calculating the graphic stalking ques-
tion. Investigational assessment is made on a mix-modal data which covers 9 K
statements along with columns argued with good AU_ROC value [5]. Model deter-
mination enhances exercise information and utilizes a uncertain SVM. Experimental
results showed that fuzzy-based SVM approach had great accuracy to detect the
data. Framework is established with administered model key aimed at cyberbul-
lying discovery and classification in the community Internet. Experimental results
are shown that the semi-supervised model gives best f1-measure in the cybersecurity
domain [6].

The framework has developed a successful method to identify cyber aggres-
sive and infrastructures through joining data domain. Individual features, such as
handbag of key arguments (BoA), are utilized and analyze the machine learning
model [7]. Two approaches are created to develop ensemble supporting model to
classify the contents as “offensive” or “non-offensive” with most excellent imple-
mentation of 96% when TF-IDF (Unigram) feature extraction included with K-fold
cross-validation [8]. The new framework is evolved based on the conditions and usage
of text and its linguistic natures in the proposed model with improved performance
metrics [9].
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3 Proposed Model

The proposed model is introduced to eliminate any shortcomings in the existing
system. When classifying data, the system improves the accuracy of the monitored
classification results. Amethod for detecting and preventing cyberbullying onTwitter
is proposed by the help of sentimental analysis and natural language processing.
Corpus bag of words is used as a preprocessing tool to remove punctuation and other
unnecessary notations. Our prototypical is assessed on support vector machines and
Naive Bayes methods, thereby showing best efficiency among other system.

3.1 Methodology

Toward classify resemblances model created by intimidators and c may grow a cubic
centimeter perfect mechanically find community internet users. Biased sentimen-
tality cuts to the words inside sentences enforced supervised algorithms to enhances
the presentation of the arrangement results.

Figure 1describes the systemarchitecture of the proposedwork.Thedata collected
is firstly preprocessed, and the sentiment analysis is done on the vectorized prepro-
cessed data. The data is then split into train and test and is fed into models of support
vector machine and Naïve Bayes. The trained model is then used for prediction, and
several parameters are used for evaluation.

Fig. 1 System architecture
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Fig. 2 Sequence diagram

Figure 2 describes the proposed model as a sequence diagram. The dataset is
selected and loaded, the preprocessed data is vectorized, then, sentiment analysis is
done on the vectorized data, and after classification using SVM and Naïve Bayes,
the prediction is made.

4 Implementation

4.1 Proposed Modules

Data Selection and Loading

The data assortment is the development of choosing the data for noticing occur-
rences. Cyberbullying information is hand-me-down for noticing aggressive and
non-attacking information which contains data about the person designation and
concern label. Tweets can be of any form, and there is a vital role for the data
selection part since the unwanted data may cause the improper results at the end.

Information Preprocessing

Information processing is the development of eliminating the annoying statistics after
the concern. They are of two types:
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Splitting the dataset

Data splitting is the act of partitioning the data into portions. This is used to expand
a prognostic version and to assess the algorithm routine.

Feature extraction

Feature grading is a technique to regulate the variety of self-governing variable
quantity or structures of information.

Classification

Gaussian Naïve Bayes cares incessant appreciated landscapes and copies each as
complaint to a Gaussian (normal) delivery.

A support vector machine (SVM) model is fundamentally a depiction of dissimilar
courses in a hyperactive flat in multi-dimensional space.

Calculation

This is used to achieve the bottommost mistake likely by moreover using “boosting”
or “bagging”.

Evaluation Metrics

The result will be produced on overall organization and forecast.
The quality measures of this work are as follows:
The benefits of RS can be determined by passing the attributes into high-quality

experiments. The performance of the proposedmethod is usual. Accuracy, in terms of
statistics, will compare the predicted ratings with actual ratings in user-item combi-
nation, and it would also utilize mean absolute error (MAE). It can be evaluated as
follows:

MAE =
U∑

i=1

I∑

j=1

∣∣Pi, j − ri, j
∣∣

U∗I (1)

Precision is defined as the fraction of recommended items that are relevant to
user’s interest.

Precision = |{C} ∩ {RI }|
|{C}| (2)

Here, C defines the recommended items, and R refers to relevant items.
Recall is defined as the fraction of relevant items that are recommended.

Recall = |{D} ∩ {RI}|
|{RI}| (3)
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5 Experimental Results

5.1 Outcome of Proposed Work

The proposed system helps us to detect the cyberbullying attacks in Twitter using
the supervised binary classification machine learning algorithms. The system will
increase the accuracy of the supervised classification results by classifying the data.
We have developed an approach toward the detection of cyberbulling behavior. It
will detect the abusive and non-abusive posts in the tweets by which we can effec-
tively deal with the crimes that are committed using these platforms. Results will
show the accuracy for detecting cyberbullying content has also been greater than the
performance of SVM. In future, it is possible to provide extensions or modifications
to the proposed clustering and classification algorithms to achieve further increased
performance. Apart from the experimented combination of data mining techniques,
further combinations and other clustering algorithms can be used to improve the
detection accuracy and to reduce the rate offensive tweets. Finally, the cyberbullying
detection system can be extended as a prevention system to enhance the performance
of the system.

Figure 3 shows the pie chart that shows the distribution of tweets as abusive and
non-abusive in the dataset.

Testing and analysis

Our proposed model is trained and tested and is implemented using two algorithms,
namely SVM and Naïve Bayes to check the accuracy of our model, and we find the
model that is better in accuracy.

Figure 4 describes the dataset that is extracted using Twitter API. It has 200,001
sentiments.

Various preprocessing is done in the dataset to make the implementation easy by
removing stop words, emojis, repeated characters, etc., since they do not have any
importance in the output.

Fig. 3 Pie chart showing
distribution of tweets
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Fig. 4 Dataset

Figure 5 shows the results of the sentiment analysis performed on the data. Here,
four columns are added that indicate the polarity of a single tweet. The positive,
negative and neutral scores are calculated using the polarity score of each word. If
the word has positive value, it is considered as a positive comment, and a negative
score describes a negative score.

Figure 6 depicts the compound score column that is consolidated from the positive,
negative and neutral scores. This compound score is thus the metric to describe the
tweet as either a positive or a negative tweet. The compound score column has two
values:

1. If the compound value is a negative value, the compound score is 1which depicts
that the tweet is a negative tweet.

2. If the compound value is zero or a positive value, the compound score is 0 which
means the tweet is positive.

Figure 7 is the classification report for showing the variations of values of tweet
using SVM and Naïve Bayes algorithms.

Figure 8 shows the histogram chart that describes the variations of different values
ranging between zero and one. The chart contains the number of tweets that are
positive, negative and neutral between zero and one.

Figure 9 shows the accuracy comparison between SVM and Naïve Bayes
algorithms, and we can see that SVM model produces better results.
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Fig. 5 Sentiment analysis performance on the data

Fig. 6 Compound score of the sentiment analysis
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Fig. 7 Classification report of SVM and Naïve Bayes

6 Conclusion and Future Works

Community Internet sites. If we can successfully detect such posts which are not
suitable for adolescents or teenagers, we can very effectively deal with the crimes
that are committed using these platforms. An approach is proposed for detecting
and preventing Twitter cyberbullying using supervised binary classification machine
learning algorithms. Our model is evaluated on both support vector machine and
Naive Bayes, and also for feature extraction, we used the TFIDF vectorizer. As the
results show us that the accuracy for detecting cyberbullying content has also been
great for support vector machine which is better than Naive Bayes. Our model will
help people from the attacks of social media bullies. In future, it is possible to provide
extensions or modifications to the proposed clustering and classification algorithms
to achieve further increased performance. Apart from the experimented combination
of data mining techniques, further combinations and other clustering algorithms can
be used to improve the detection accuracy and to reduce the rate of offensive tweets.
Finally, the cyberbullying detection system can be extended as a prevention system
to enhance the performance of the system.
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Fig. 8 Histogram showing the variations of values for each tweet

Fig. 9 Comparison of
accuracy between SVM and
Naïve Bayes
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Investigating the Positioning Capability
of GPS and Galileo Constellations Over
Indian Sub-continent

Devadas Kuna and Naveen Kumar Perumalla

Abstract The Galileo is a global navigation satellite system (GNSS) available to all
users as a civilian system, and it has been developed by the EuropeanUnion (EU). All
the designed Galileo satellites are currently deployed in space, and the constellation
is in validation phase with initial positioning assistance. Currently, the 22 Galileo
satellites enable stand-alone Galileo positioning, which allows users to evaluate its
positioning performance. Not much significant research has been reported regarding
comparative performance analysis of GPS and Galileo constellations for the Indian
region. In this assessment, GPS positions were determined by online positioning user
service-static (OPUS-S) and are used to evaluate the Galileo positioning capability
with broadcast ephemeris. This work uses a typical period of one week of contin-
uously acquired data from 28th July to 3rd August 2019. The results show that the
average number of visible satellites are 7 for Galileo and 10 for GPS at the Hyder-
abad Station (17° 24′ 28.40137′′ N, 78° 31′ 4.41613′′ E). Galileo’s stand-alone mean
position at the user’s location is X = 1,211,941.93 m, Y = 5,966,420.66 m, and Z =
1,896,089.58 m. In comparison with the GPS precise position (X = 1,211,941.49 m,
Y = 5,966,419.39 m, and Z = 1,896,089.21 m), Galileo’s X, Y, and Z values match
well. The comparative numerical analysis shows that Galileo provides acceptable
navigation solutions similar to GPS solutions determined by OPUS-S. The fully
operational Galileo constellation may offer more than currently available satellites
to users and improve accuracy and availability in low-latitude regions.

Keywords Accuracy · DRMS · Satellite visibility

1 Introduction

TheGlobal Navigation Satellite System (GNSS) is becoming a vital positioning tech-
nology across various services [1]. Currently, only two satellite navigation systems
are operationalwith global coverage formilitary and civilian applications:TheUnited
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States GPS and the Russian-developed Globalnaja Nawigazionnaja Sputnikowaja
Sistema (GLONASS). The Global European Galileo and Chinese BeiDou constel-
lations, the regional Indian Regional Navigation Satellite System (IRNSS), and the
Japanese Quasi-Zenith Satellite System (QZSS) are among the emerging navigation
satellite constellations [2]. These systems help to compute the position, velocity, and
time (PVT) of the end user’s location using geodetic receivers [3, 4].

Unlike GPS, the EU states that Galileo guarantees to be available during hostile
situations amid public and commercial services [5]. The Walker 24/3/1 design of
Galileo comprises 24 satellites and 6 spareswhich are equally spaced in threemedium
Earth orbit (MEO) planes. The orbital altitude ofGalileo satellites is about 23,222 km
which is quite a bit higher than that of the GPS and GLONASS satellites. The
56° of orbital inclination and its altitude ensures improved Galileo satellite signal
coverage in the polar regions (higher latitudes), which are poorly served by GPS
[6]. Currently, it is not yet fully operational, but the initial services were started
in December 2018. Besides GPS and GLONASS, Galileo is expected to introduce
new modernization elements around 2021 [7]. At present, the constellation has 22
healthy operational satellites, including 19 fully operational capability (FOC) and 3
in-orbit validation (IOV) satellites [8]. In this paper, 22MEOGalileo constellation is
considered, as it seems to be the most likely choice, and it will be compared with the
GPS constellation as it existed with 30 MEOs unequally spaced in 6 orbital planes.
These systems provide worldwide coverage using similar frequencies, as L1–E1 and
L5–E5a frequencies. Over low-latitude regions, all of the current GPS and theGalileo
satellites are visible.

Due to its favorable geographic location, India has an opportunity to receive
signals from all GNSS constellations and therefore is well situated to take advantage
of thismulti-GNSSenvironment. There has been extensive research on usingmultiple
GNSS components in stand-alone and hybrid GNSS operation studies from other
parts of the world. Several Indian researchers have examined GLONASS and GPS
[9, 10]. Indian researchers have reported a few results on Galileo with only four
Galileo IOV satellites [11] and Galileo satellite visibility [12]. As per the literature
review, not much significant research has been done regarding GPS and Galileo
comparative performance evaluation over the Indian region. Hence, it is necessary to
analyze theGPSandGalileo systems to assess their performance for future navigation
applications.

2 Methodology

To assess the stochastic properties of the stand-alone Galileo performance, the data
files recorded in receiver independent exchange (RINEX) 3.0× formatted files with
an interval of 60 s were collected from 28th July to 3rd August 2019. Data were
acquired with the high-sensitivity multi-GNSS triple frequency NovAtel GPStation-
6 receiver at 5° of mask angle. The antenna (choke ring, GPS-703-GGG) receives
data from L1, L2, and L5 frequencies and is connected to the receiver via a 30 m RF
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cable. This device is installed at “Advanced GNSS Research Laboratory (AGRL),
Department of Electronics and Communication Engineering, Osmania University,
Hyderabad, India.” Here, the receiver installed site has no proneness to multi-path,
and it is continuously operational on a 24 × 7 basis.

In the GPS and Galileo comparative performance evaluation context, the avail-
ability and accuracy parameters are considered. In this paper, availability is used to
refer to the good number of satellite visibility available to the user. The skyplot is one
of the finest tools which can be used for displaying GNSS satellite trajectories over
a particular ground location straightforwardly. This plot provides a visual represen-
tation of the visible satellite geometry. Accuracy measures the navigation solution’s
consistency to the user’s actual location with varying satellite visibility. The distance
root mean square (DRMS) and its doubled value (2DRMS) are frequently used to
quantify the navigation performance of GNSS [13] statistically. Both have a confi-
dence region of around 65% and 95%, respectively, with the receiver’s reference
position being the center. This confidence region’s radius corresponds to the preci-
sion of the receiver’s position fix. The DRMS can be determined by taking the square
root of the receiver’s latitude and longitude mean squares.

The navigation solution’s accuracy depends upon the satellite visibility and the
precise measurements. The broadcast ephemeris (BE) quality has a high impact on
navigation solutions. Due to a lack of precise ephemeris (PE) availability, most of
the navigation receivers use only their BE measurements to compute navigation
solutions. The GPS solutions are estimated with PE measurements provided by the
National Oceanic and Atmospheric Administration (NOAA), whereas Galileo uses
its own receiver generated BE measurements. Since the OPUS solutions are in the
International Terrestrial Reference Frame (ITRF) and the difference between the
Galileo Terrestrial Reference Frame (GTRF) and ITRF is less than 3 cm (2σ ), it is
pretty minor and negligible in comparison [14]. This comparison helps to assess the
potentiality of the Galileo solutions, and howwell they are near the precise GPS solu-
tions under low-latitude regions. It may be beneficial to further research, howGalileo
integrates with GPS and other global and regional constellations across low-latitude
regions since the integration will likely be able to improve receiver positioning and
increase the number of satellites available for future civilian applications.

2.1 Receiver ECEF Position Estimation Principle

Usually, the receiver’s location is determined only by satellites visible above its
horizon. In practice, GNSS receivers rely on satellite elevation masks and the prin-
ciple of time of arrival (TOA) ranging to determine the time taken by a signal trans-
mitted by a satellite at a known location to reach the receiver. The receiver estimates
the position coordinates by combining the raw measurements from the visible satel-
lites and the orbital data from the broadcast satellite. Receivers use satellite navi-
gation messages with orbital data to estimate satellite positions. Here, the satellite
Earth-centered Earth-fixed (ECEF) coordinates are computed using the algorithm
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Table 1 Satellite ECEF
position computation
algorithm

GMe = 3.986,005 × 1014

m3/s2
Earth’s gravitational constant

ωe = 7.2921151467 ×
10–5 rad/sec

Earth rotation rate

a = (
√
a)2 Semi-major axis

T = 2π/

√
GM
A3 Satellite orbital period

n0 =
√

GM
A3 Computed mean motion

(rad/sec) using Kepler’s 3rd law

n = n0 + �n Corrected mean motion

tk = t − t0e Time according to t0e

Mk = M0 + ntk Mean anomaly

Ek = Mk + e sin Ek Eccentric anomaly

cos vk = cos Ek−e
1−e cos Ek

True anomaly cosine term

sin vk =
√
1−e2 sin Ek
1−e cos Ek

True anomaly sine term

v = 2 tan−1
(√

1+e
1−e tan

Ek
2

)
True anomaly

δuk =
Cuc cos 2ϕk + Cus sin 2ϕk

Argument of latitude

uk = ϕk + δuk The argument of latitude
correction

δrk =
Crc cos 2ϕk + Crs sin 2ϕk

Radius correction

ik = i0 + δtk + î tk Inclination correction

uk = ϕk + δuk The corrected argument of
latitude

r = A(1 − e cos Ek) Radius, r

rk = A(1 − e cos Ek) + δrk Corrected radius

ik = i0 + δtk + î tk Corrected inclination

�k =
�0 + (

�̇ − ωe
)
tk − ωetoe

Corrected longitude of
ascending node

Xk =
X ′
k cos�k − Y ′

k sin�k cos ik

Earth-fixed geocentric satellite
Coordinates

Yk =
X ′
k sin�k + Y ′

k cos�k cos ik

Zk = Y ′
k sin ik

stated as in Table 1 [15]. The least square (LS) approach estimated receiver position
through RINEX formatted navigation and observation files corresponding to satellite
visibility and their positions as depicted in a flowchart (see Fig. 1).
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Fig. 1 Flowchart representation for satellite and receiver position calculation fromGalileo RINEX
files

Let us consider the ECEF satellite position vector for kth satellite is sk , receiver
position vector is u, and the pseudorange ρi between receiver and satellite can be
represented as

ρi = ‖sk − u‖ + ctu (1)

If
(
xk, yk, zk

)
are kth satellite coordinate and (xu, yu, zu) are receiver coordinates,

Eq. (1) can be written as

ρi =
√(

xk − xu
)2 + (

yk − yu
)2 + (

zk − zu
)2 + ctu (2)

Based on Eq. (2), more satellite visibility causes more equations, but it is possible
to estimate receiver position with a minimum of four satellites.

If (�xu,�yu,�zu) is the deviation between the actual position (xu, yu, zu) and
the approximate position (x̂u, ŷu, ẑu), then according to the Taylor series expansion,
it can be expressed as a function of pseudorange measurements and the satellite
known coordinates as

ρk − ρ̂k = xk − x̂u
r̂k

�xu + yk − ŷu
r̂k

�yu + zk − ẑu
r̂k

�zu − ctu (3)
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where r̂k =
√(

xk − x̂u
)2 + (

yk − ŷu
)2 + (

zk − ẑu
)2
.

Now Eq. (3) can be written as

�ρk = axk�xu + ayk�yu + azk�zu − c�tu (4)

Here, the �xu,�yu,�zu and �tu are four unknown variables if signals are
directly acquired fromvisible satellites for k ≥ 4. The following equations are enough
to solve four unknowns:

�ρ1 = ax1�xu + ay1�yu + az1�zu − c�tu
�ρ2 = ax2�xu + ay2�yu + az2�zu − c�tu
�ρ3 = ax3�xu + ay3�yu + az3�zu − c�tu
�ρ4 = ax4�xu + ay4�yu + az4�zu − c�tu (5)

So, the delta pseudorange can be solved by using Eq. (5) as

�ρ = H�x (6)

where �ρ =

⎡
⎢⎢⎣

�ρ1

�ρ2

�ρ3

�ρ4

⎤
⎥⎥⎦, H =

⎡
⎢⎢⎣

ax1 ay1 az1 1
ax2 ay2 az2 1
ax3 ay3 az3 1
ax4 ay4 az4 1

⎤
⎥⎥⎦ and �x =

⎡
⎢⎢⎣

�xu
�yu
�zu

−c�tu

⎤
⎥⎥⎦.

Finally, �x is simply resolved as

�x = H−1�ρ (7)

Here, (�xu,�yu,�zu) is solved, and the approximate position (x̂u, ŷu, ẑu) is
known, so the actual receiver coordinates (xu, yu, zu) are attained with a sum of the
above two positions. This linearization approach is only viable if the displacement
is close to the linearization point; otherwise, it must be repeated until the accurate
location is restricted to the user’s precision [16].

3 Results and Discussion

There is no specific time series for GNSS static analysis in the case of satellite navi-
gation systems. It is critical to compute as many latitude and longitude observations
from the acquired data to obtain more accurate statistical estimates. As a result, accu-
racy estimation outcomes will be better averaged over long-term processed samples
than short-term processed samples. The Galileo and the GPS measurements are
collected on similar days and under similar conditions from 28th July to 3rd August
2019. The Galileo ECEF coordinates are estimated using broadcast measurements
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with a well-known LS algorithm inMATLAB. The ECEF coordinates of the receiver
position are calculated using the mean values of all the estimated user positions per
day and the corresponding standard deviation values (STD) of X, Y, and Z directions
as shown in Table 2. The receiver reference position is estimated by the nominal
average of all seven days computed positions in ECEF coordinates as 1,211,941.93,
5,966,420.664, and 1,896,089.584 m.

The estimated Galileo ECEF coordinates were compared with the online posi-
tioning user service-static (OPUS-S) determinedGPS coordinates to assess the stand-
alone Galileo position accuracy. Here, keeping the observed session periods (T)
longer than 4 h is valuable with OPUS-S. It is noticed that, the outcomes of OPUS-S
depend upon the mean of three specified CORS single-baseline solutions [17]. The
24 h duration GPS observation file (20,642,120.19°) of 31st July 2019 is processed
on OPUS-Swith its simple user interface. As a result, OPUS-S returned an email that
included a positioning solution report without any warning messages in the ITRF-
2014 (in the text, this solution is referred to as OPUS2021). Due to occasional gaps
in available data at requested CORS, it is found that only 53,410 (96%) solutions
were utilized over 55,788 submitted RINEX observations. As per OPUS2021, the
precise position of the receiver in ECEF coordinates is X = 1,211,941.49 m, Y =
5,966,419.39 m, and Z = 1,896,089.21 m. Similarly, the seven successive days anal-
ysis is carried out to determine precise GPS receiver positions as 17° 24′ 28.39′′ N
and 78° 31′ 4.41′′ E in degrees, minutes, and seconds (DMS). The entire analysis is
using near CORS base stations like CHUM, IISC, POL2, and BHR4. From Tables 2
and 3, it is observed that the GPS has much higher accuracy characteristics than
the Galileo. The Galileo navigation solutions rely on broadcast ephemeris, whereas
GPS relies on precise measurements. The GPS PE measurements allow for a greater
receiver position precision than the Galileo BE measurements, impacting the 2D
horizontal accuracy (i.e., 2-dimensional positioning points). Here, the averaged STD
values of receiver ECEF coordinates are 2.294, 5.600, 2.426 (m), and 0.007, 0.016,
0.012 (m) for Galileo and GPS, respectively. The DRMS and 2DRMS of position
error for Galileo at Hyderabad station are 6.051 m and 12.103 m, respectively. The
typical dual-frequency Galileo horizontal positioning accuracy with 99.5% avail-
ability where 24 operational satellites are used is≤10 m [18]. Due to the 22 opera-
tional satellites available over the observed period, the averaged 2DRMS (95%) for
Galileo is≤12m, nearly higher than the typical value over the low-latitude region. In
the case of PE GPS, the average DRMS and 2DRMS (95%) are 1.7 cm and 3.4 cm,
respectively, with 99.5% availability which is much better than the typical value of
31 operational satellites [19]. Hence, as expected, the precise measurements give
accurate positions rather than the broadcast measurements.

Figure 2 shows the bar graph of receiver ECEF coordinates with STD variation for
GPS PE and Galileo BE. The deviation between PE GPS and BE Galileo’s estimated
ECEF coordinates and satellite visibility for the observed period is shown in Table 4.
It is observed that, from day to day, the deviations of �X, �Y, and �Z vary between
0 and 3m. It indicates that the BEGalileo estimated position determines much nearer
positioning solutions compared to PE GPS observables. The maximum, minimum,
and average number of Galileo and GPS visible satellites for each observed day
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Fig. 2 Relative standard deviation (STD) of receiver ECEF coordinates (m) between precise GPS
and broadcasted Galileo measurements at Hyderabad station from 28th July to 3rd August 2019

Table 4 Difference betweenGPS,GalileoECEF receiver coordinates, andminimumandmaximum
satellite visibility over observed station from 28th July to 3rd August 2019

Sessions �X �Y �Z GPS satellite
visibility

Galileo satellite
visibility

Min Max Min Max

Day 1 −0.776 −3.245 −1.13 7 12 4 9

Day 2 0.49 −1.207 0.353 6 12 5 10

Day 3 −0.781 −0.526 −0.619 7 12 5 9

Day 4 0.248 −0.234 −0.316 7 12 5 9

Day 5 −0.623 −0.575 −0.191 7 12 4 10

Day 6 −0.929 −2.382 −0.402 5 12 5 9

Day 7 −0.692 −0.682 −0.279 7 12 5 10

Avg −0.438 −1.265 −0.369
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Fig. 3 Minimum, maximum, and average number of Galileo and GPS satellites in view per day
are related to Hyderabad station from 28th July to 3rd August 2019

are shown in Fig. 3. The satellite visibility measurements show that a substantial
number of satellites for both systems are visible. On an average, 7 Galileo and 10
GPS satellites always seemvisible for users at the observed location. It isworth noting
that four Galileo satellites are simultaneously accessible for users under an open sky
across the observed area. As a result, this may enable a stand-alone Galileo system
or complement multi-GNSS operations. Figure 4 shows the distribution of the GPS
and Galileo satellites directly above the observed point as a function of elevation and
azimuth angles. The skyplot illustrates the wide distribution of 8 Galileo and 12 GPS
satellites over Hyderabad station with 5° of mask angle for a selected time interval on
2nd August 2019. According to the entire observations, all the GPS PE observations
are nearly centered to zero with better satellite visibility (i.e., more accurate). Galileo
BE observations demonstrate the good nature of positioning solutions related to
satellite visibility for the observed period.
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Fig. 4 Skyplot observation of GPS and Galileo satellites over the horizon of the receiver at 5° mask
angle on day of the year (DOY) −214 at 00:00:42 h

4 Conclusion

Performance assessment of Galileo’s initial operational capability
approach is presented and discussed in this paper. Galileo’s potentiality is compared
with that of GPS using satellite visibility, receiver position estimation, and horizontal
accuracy based on data from the Hyderabad station. The stand-alone Galileo X,
Y, Z coordinates are computed and compared with precise GPS observables. The
accuracy of Galileo BE measurements shows discrete behavior rather than the PE
GPS accuracy. Here, the availability of PE measurements of GPS determines better
accuracy than Galileo. During the seven-day observation period, 95% of navigation
solutions are constrained to a radius of 12.10 m and 0.034 m, respectively, for
Galileo and GPS. The Galileo satellites vary between 4 and 10, enabling autonomous
positioning, and there is no vicinity gap between the Galileo satellites and their
observed location.

Regarding the results, both GPS and Galileo constellations offer the best avail-
ability of the navigation solution over the experimental period with better satellite
visibility. Based on all the comparative numerical results, it can be concluded that the
stand-alone Galileo constellation enables autonomous position determination with a
good number of visible satellites over the Hyderabad station. After becoming fully
operationalwith a fully deployeddesigned constellation, the accuracy and availability
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of stand-alone Galileo are predicted to improve significantly similar to existing fully
functional GPS.
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Mapping User-Submitted Short Text
Questions to Subjects of Study:
A Multinomial Classification Approach

Sanjay Singh and Vikram Singh

Abstract Text classification is the process of assigning labels to text documents
for categorizing them. Accurate classification of user-submitted questions is of great
use for any e-learning environment where the students are constantly submitting
new questions that need to be presented to their appropriate subject experts for
resolution. The user-submitted questions are typically short text documents, with a
vastly disproportionate number of questions in different subjects. To resolve this,
generalized linear model, distributed random forest, extremely randomized trees,
gradient boosting model, extreme gradient boosting (XGBoost) and deep learning
(ANN) models were trained and compared on a dataset of short text questions, while
utilizing TF-IDF feature extraction and grid search for hyperparameter tuning. It was
found out that an appropriately tuned XGBoost model gives the best performance
out of these. The customized XGBoost model was then combined with a mechanism
to handle imbalanced classes to propose a model that demonstrates further improved
performance on the heavily imbalanced dataset.

Keywords XGBoost · Text classification · Multinomial

1 Introduction

Ever since the advent of the Internet, people have been trying to bring the process
of teaching–learning online. This leads us to the huge research area of e-learning
technologies that aim to help learners learn with comparatively greater convenience
than a traditional classroom. There have been various e-learning platforms that are
attempting to effectively teach students, but the ability of a learner to ask questions to
a subject expert for an effective resolution is, at its core, one of the most fundamental
activities involved in any learning process. In fact, a good question, combinedwith its
solution, will continue to help future learners who want to learn the subject, who can
learn a lot by reading other people’s questions and their solutions. For this, and many
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other reasons, in an e-learning environment that deals with questions, it becomes
very helpful to classify the questions according to subject areas for an organized
study. Also, many e-learning platforms have various subject experts on the back-end
who deal with specific subjects, it becomes crucial to show the appropriate subject’s
question to the concerned subject expert, and this problem also deals with question
classification which is a special case of a domain of research that is called text
classification. Text classification deals with utilizing machine learning techniques
to assign a class/label to any input text. It has been used widely to classify product
reviews by corporations that want to understand the sentiment of their customers, or
many specific cases such as to predict the ideological direction of court cases [1],
or to classify fake news or hoax, which have become the most prevalent cybercrime
in today’s day and age that have immeasurable harms [2] or to identify a person’s
distinctive habits and behaviors through personality classification [3]. Various papers
resolve the issue of programmed text classification proposing various strategies and
arrangements. Extensive thorough reviews also exist that document text classification
in detail [4–7].

2 Materials and Methods

Extensive research has been conducted in the domain of short text classification
as documented in the excellent review by [8]. When the dataset consists of user-
submitted short questions with a vastly disproportionate number of questions in
different subjects, the overall classification becomes a challenge. Researchers in
[9] have shed light upon the data imbalance problem in text classification. Over the
years, there have been many key enhancements in the overall research domain of text
classification giving us various techniques and tools for almost any text classification
problem one can think of. These techniques have become industry standard so they
deserve a brief review.

2.1 TF-IDF

TF-IDF stands for term frequency-inverse document frequency which is a kind of
statistical method that is utilized for evaluating the significance of a word in a docu-
ment set. The significance of a word is proportional to the number of times it appears
in the document and inversely proportional to the number of times it appears in the
entire document set [10].

It works on the notion that the number of times a word appears in a document, the
more important it is, and the more common the word is in the entire document set,
the less important it becomes. TF-IDF is determined by multiplying the calculated
term frequency value with the inverse document frequency.

tf(t, d) is the prevalence of a term t , known as the term frequency,
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tf(t, d) = ft,d
∑

t ′∈d ft ′,d
(1)

where ft,d being the raw count of the occurrences of the term t in a document d.
Themeasure of the amount of information a word presents is known as the inverse

document frequency, that is, how common it is among all documents. It is deter-
mined by calculating the logarithm of the value obtained by dividing the count of all
documents by the count of those documents that include the term:

idf(t, D) = log

(
N

|d ∈ D : t ∈ d|
)

(2)

where the denominator deals with the number of documents wherein the term t
appears, and N = |D| (the number of documents).

TF-IDF is calculated as

tfidf(t, d, D) = tf(t, d) · idf(t, D) (3)

2.2 Grid Hyperparameter Search

In amachine learningmodel, there aremainly two types of parameters, the parameters
that are derived via training and the parameters that control the training process. The
latter is called hyperparameters, and one way of finding the best hyperparameters of
a model is grid search. It is broadly of two types—traditional (or ‘Cartesian’) grid
search and random grid search. In a Cartesian grid search, the values that need to be
played are defined explicitly, and the model is trained for every combination of the
hyperparameter values. Therefore, if there are three hyperparameters and 2, 4 and 8
values are specified for each of three parameters, there will be 2 * 4 * 8 = 64 models
in the grid.

In random grid search, the hyperparameter space is sampled uniformly from the
set of all possible value combinations [11]. In this case, the grid search is terminated
when some specified stopping criterion is satisfied. The stopping criterion is often
on limiting the number of models to train or the time allowed for the search, or in
advanced cases, a performance metric-based stopping criterion, which will terminate
the search when the performance stops improving by the specified amount.

2.3 Models

GeneralizedLinearModel (GLM). It is an adaptable abstraction of linear regression
which permits the response variable to embody an error distribution excepting normal
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distribution. The GLM relates the linear model with the response variable through a
link function and by way of realizing the amount of variance of every measurement
as a function of its estimated value. GLMs estimate regression models for results
following exponential distributions. These include Poisson, Gaussian, gamma, as
well as binomial distributions, each assisting a distinctive purpose. An appropriate
one can be utilized either for classification or for prediction depending upon the
choice of link function and distribution [12].

Multi-class Classification (Multinomial Family). The current problem required
multi-class classification, so a generalization of the binomial model called multino-
mial family which is used for multi-class classifications was considered. Just like
binomial family, it models the conditional probability of occurrence of class ‘c’
given ‘x’ [13]. For each of the output classes, a vector of coefficients exists. The
probabilities are defined as

ŷc = Pr(y = c|x) = ex
Tβc+βc0

∑K
k=1

(
exTβk+βk0

) (4)

where βc is a vector of coefficients for class ‘c’.
GLM has its own grid search interface. For the purpose of comparison, a model

with λ search enabled was built and provided with a list of α values. It resulted in a
single model with the best α-λ combination instead of having one model for each α.
Table 1 illustrates the hyperparameter values that were used for grid search.

Distributed Random Forest (DRF). DRF is another robust tool for text classifi-
cation. DRF works by generating a forest of weak-learning classification trees made
from subsets of the data, instead of generating a single tree. Due to a large number
of trees, variance is reduced and the average estimation across all the trees is used to
make the concluding prediction [14].

Extremely Randomized Trees (XRT). This model further reduces the variance by
improving the splitting rule. In XRTs, for each feature, thresholds are generated
randomly, and the best of these thresholds is chosen as the splitting rule [15].

Gradient Boosting Machine (GBM). It is a forward-learning ensemble tech-
nique. The foundation of GBM is that increasingly refined approximations yield
better prediction results [16]. The grid-searched hyperparameters are displayed in
Table 2.

DeepLearningModels. There has been extensivework at utilizing deep learning-
based models for the purpose of classification of text documents, an excellent survey
of which is published in [17]. The model that was trained and evaluated for the
purpose of this problem is constructed over a feed-forward multi-layer ANN (arti-
ficial neural network), also known as a multi-layer perceptron (MLP), which works

Table 1 GLM hyperparameters used for grid search

Parameter Values

α {0.0, 0.2, 0.4, 0.6, 0.8, 1.0}
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Table 2 GBM
hyperparameters used for grid
search

Parameter Values

Sample rate {0.50, 0.60, 0.70, 0.80, 0.90,
1.00}

Column sample rate per tree {0.4, 0.7, 1.0}

Min rows {1, 5, 10, 15, 30, 100}

Column sample rate {0.4, 0.7, 1.0}

Min split improvement {1e−4, 1e−5}

Max depth {3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13,
14, 15, 16, 17}

Learning rate {0.1}

well on tabular (transactional) data. Other types of deep neural networks include
recurrent neural networks (RNNs) and convolutional neural networks (CNNs) which
are a good choice for sequential data (like time-series) and image data, respec-
tively. The stochastic gradient descent was utilized to train the model using back-
propagation. Themodel can comprise a considerable quantity of hidden layers which
were compared through grid search for high prediction accuracy. The activation func-
tion used was rectifier (with dropout). An image of the global model parameters
was trained by each compute node on its local data asynchronously (through multi-
threading) and contributed to the global model periodically via model-averaging
across the network, and adaptive learning rate ADADELTA [18] was used. Table 3
shows the hyperparameters that were grid-searched.

Extreme Gradient Boosting (XGBoost). It is an enhancement of GBM super-
vised learning algorithm that works by sequentially combining multiple decision
trees. It utilizes the idea of boosting which refers to the notion of creating multiple
models, with every model reducing the loss error in the previous model sequentially.
XGBoost can also solve many data science problems rapidly by utilizing parallel
tree boosting [19]. The grid-searched hyperparameters are stated in Table 4.

Table 3 Deep learning hyperparameters used for grid search

Parameter Grid-searched values

Input dropout ratio {0.0, 0.05, 0.1, 0.15, 0.2}

Hidden layers Set 1: {20}, {50}, {100}

Set 2: {20, 20}, {50, 50}, {100, 100}

Set 3: {20, 20, 20}, {50, 50, 50}, {100, 100, 100}

ρ {0.9, 0.95, 0.99}

Hidden dropout ratios Set 1: {0.1}, {0.2}, {0.3}, {0.4}, {0.5}

Set 2: {0.1, 0.1}, {0.2, 0.2}, {0.3, 0.3}, {0.4, 0.4}, {0.5, 0.5}

Set 3: {0.1, 0.1, 0.1}, {0.2, 0.2, 0.2} {0.3, 0.3, 0.3}, {0.4, 0.4, 0.4}, {0.5,
0.5, 0.5}

ε {1e−6, 1e−7, 1e−8, 1e−9}
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Table 4 XGBoost
parameters used for grid
search

Parameter Grid-searched values

Booster gbtree, dart

Column sample rate {0.6, 0.8, 1.0}

Column sample rate per tree {0.7, 0.8, 0.9, 1.0}

Max depth {5, 10, 15, 20}

Min rows {0.01, 0.1, 1.0, 3.0, 5.0, 10.0,
15.0, 20.0}

Reg alpha {0.001, 0.01, 0.1, 1, 10, 100}

Reg lambda {0.001, 0.01, 0.1, 0.5, 1}

Learning rate {0.3}

Sample rate {0.6, 0.8, 1.0}

3 Proposed Approach

Unlike most other research on short text classification that utilizes external vocab-
ularies or knowledge base as in [20] or use word embeddings for semantic expan-
sions as performed in [21] the best general-purpose approach that can be reused and
generalized without the need for external vocabulary information was attempted.
The approach begins with data cleaning, followed by feature extraction using TF-
IDF, and then proceeds to apply the aforementioned text classification techniques to
get the initial best possible model, chosen based on the performance comparisons
utilizing respective grid hyperparameter tuning for each model. The resulting model
is then combined with a technique for handling imbalanced data using class weights
to get the most optimal results. The flow of the proposed approach is illustrated in
Fig. 1.

The dataset consists of 6925 questions from13 computer science subject areas that
were collected and labeled manually by subject experts in respective fields. For the
purpose of training and validation, the dataset was shuffled and split across training
data and validation data in the proportion of 8:2, respectively. The dataset was then
passed through a cleaning process that lowercased the text, removed any punctuations
and non-sensical data and tokenized it. Stemming was performed using Snowball
stemmer [22], and stop-words were removed. The resulting dataset contained fields
for the cleaned question text and an identifier for its appropriate subject. The dataset
consists of short text questions in unbalanced proportions, the distribution of which
is shown in Fig. 2.

Using grid-based hyperparameter search, multiple iterations of each of the model
types were trained and evaluated. The best iteration of each model is presented in
Table 5.

As seen in Table 5, an XGBoost iteration had the minimum mean per-class error
out of all the training and evaluation iterations of all models. Still, the model suffered
from high classification error and log loss due to imbalanced classes as seen in Fig. 3.
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Fig. 1 Flow diagram of the overall approach

This problem of imbalanced classes refers to the situation that all the subjects
have not been represented equally. More precisely, there is a huge disproportion-
ality between classes, with certain subjects having more than 800 samples and some
not even having 80 samples. The problem of imbalanced classes has been greatly
explored in excellent reviews in [23, 24]. Class weights were calculated from the
dataset distribution frequency, and the model was retrained with the best hyperpa-
rameters found by the previous search. As a result, the F1 score as well as precision
and recall values improved as seen in Table 6.

4 Results and Conclusions

In the quest for a general-purpose approach for assigning appropriate subject labels to
the user-submitted questions,with no availability of any extra vocabulary information
related to the subjects, several grid hyperparameter-searched iterations of Gener-
alized Linear Model, Deep Learning (ANN), Gradient Boosting Model, Extreme
Gradient Boosting Model (XGBoost), Distributed Random Forests and Extremely
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Fig. 2 Dataset distribution

Table 5 Comparison of the trained models

Model Mean per-class error Log loss RMSE MSE

XGBoost 0.211018 0.571816 0.404856 0.163908

GLM 0.23553 0.527782 0.387519 0.150171

Deep learning 0.249135 0.995679 0.426746 0.182112

GBM 0.260535 0.773564 0.473971 0.224648

DRF 0.2741 0.853088 0.527814 0.278588

XRT 0.294788 0.823955 0.524296 0.274886

Fig. 3 Classification error and log loss for XGBoost iteration
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Table 6 Classification report for XGBoost

Class Before class weights After class weights Support

Precision Recall F1-Score Precision Recall F1-Score

Artificial intelligence 0 0 0 0.29 0.14 0.19 14

Computer networks 0.84 0.85 0.84 0.87 0.83 0.85 168

Digital logic 0.8 0.89 0.84 0.79 0.86 0.83 143

Algorithms 0.74 0.72 0.73 0.72 0.72 0.72 109

Computer organization 0.75 0.79 0.77 0.73 0.79 0.76 112

Operating systems 0.81 0.81 0.81 0.78 0.75 0.76 167

C programming 0.75 0.78 0.77 0.79 0.71 0.75 105

Data structures 0.72 0.78 0.75 0.69 0.8 0.74 108

Software engineering 0.88 0.78 0.83 0.87 0.79 0.83 78

Compiler design 0.71 0.58 0.64 0.74 0.73 0.73 73

DBMS 0.86 0.89 0.88 0.86 0.87 0.86 166

Theory of computation 0.89 0.9 0.9 0.89 0.88 0.88 131

Computer graphics 0.17 0.09 0.12 0.13 0.18 0.15 11

Table 7 Performance metrics of XGBoost on the classification of validation data

Before class weights After class weights Support

Precision Recall F1-Score Precision Recall F1-Score

Macro avg 0.69 0.68 0.68 0.7 0.7 0.7 1385

Weighted avg 0.79 0.8 0.79 0.79 0.79 0.79 1385

Randomized Trees were trained and evaluated, and it was found that out of these,
XGBoost performs the best with a small and imbalanced dataset of very short text
documents.

To further improve the classification performance, a general-purpose approach to
handle the unbalanced classes was used utilizing class weights. The overall average
performance of XGBoost on the validation data has been shown in Table 7.

The proposals for future work would be to test this approach onmultilingual ques-
tions and possibly utilizingmore advanced feature selection techniques for enhancing
this approach.
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Physical Layer Security Aspects of D2D
Communications in Future Networks

Chinnam S. V. Maruthi Rao and Ramakrishna Akella

Abstract Device-to-device communication (D2D) allows direct communication of
two devices in the network and initially proposed for cellular networks. D2D finds
applications where there is no preexisting/damaged infrastructure network is avail-
able. With the advent of technology, there is large possibility of the data to be
hacked in various methods. There are a wide range of security protocols that help
in preventing these attacks in the upper layers. But securing the data in the physical
layer itself will provide smooth communication with low overhead and high spec-
trum efficiency. There have been a few physical layer security protocols available
in the literature. In this paper, the key issues in security of D2D communication at
physical layer and the available solutions are presented.

Keywords D2D · Security · Privacy · Encryption · Symmetric · Asymmetric

1 Introduction

Device-to-device (D2D) communication is a technique that allows the devices to
communicate directly with one another in the proximity without the need of a base
station on as single hop [1]. The D2D communications have advantages of improved
spectral and energy efficiency, high throughput, less delay and fairness compared
to the traditional cellular communications [2]. In the recent times, D2D is finding a
wide range of popularity in intelligent transportation systems (ITSs) [3]. The D2D
communication structure is classified as: (i) standalone or peer-to-peer communica-
tion (betweenUE’s) that does not need access points, and the connectivity is based on
geographic validity or temporal validity as shown in Fig. 1a and (ii) network-assisted
communication that needs infrastructure (between UE and BS) as shown in Fig. 1b.
In either type, the data transmission is in short bursts of time and in full-duplex [4,
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Fig. 1 a Standalone D2D. b Network-assisted D2D

5], thereby increasing the spectrum efficiency. The number of devices is limited by
the technology used within a limited range.

D2D is similar toM2Mcommunications except for the fact that theM2Mcommu-
nication is more application-oriented and focuses on the proximity and cannot
improve the spectrum efficiency. The D2D also looks similar to MANET’s and
CRN’s architecturally, where the nodes function autonomously and use cognitive
sensing in CRNs [6]. D2D was initially proposed in cellular networks for multi-hop
relays [2] and later on used for improving the spectral efficiency, multicasting, video
dissemination, cellular off-loading, etc.

D2D communication has found a wide range of applications especially when
there is a need for ad hoc networks, where the network infrastructure is damaged
or not covered. For cellular applications, D2D was standardized in 3GPP with LTE
function, but has a lot of limitations. Currently, the D2D is seen as a potential solution
for emergency communications, IOT enhancements and local services on the 5G
platform.D2D in 5G can be applied in scenarios likemulti-userMIMOenhancement,
co-operative relaying and virtual MIMO. In 5G, D2D can be used in a large mobile
interconnected network where there is a need for diverse services.

1.1 D2D Classification

D2D communication is classified in terms of spectrum as inband and outband D2D
communications. The inband D2D uses the licensed spectrum for D2D as well as
cellular link, which results in high interference and is classified as underlay and
overlay types. In underlay, the same resources are shared between cellular and D2D,
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while in overlay they use dedicated resources. Outband D2D uses the unlicensed
spectrum. However, the problem with managing the interference is overcome by
using an extra wireless interface like Wi-Fi, Bluetooth, etc. [6]. The outband D2D is
further classified as autonomous and controlled types. In controlled D2D, the control
of the second interface is under cellular network,while in autonomous, theD2D is left
to the users wherein the entire communication is controlled by the cellular network
[7].

The D2D can also be categorized based on the degree of involvement of the BS
involved in the communication like device relaying, direct communication between
devices with the assistance of BS and device-assisted control links [6].

1.2 D2D in 4G/5G

The need for faster data rates and longer ranges has led to the introduction of D2D
communication in 4G. While the D2D can be enabled through 3GPP, they differ
mostly in the number of hops including quick device discovery and higher data rates
with low latency. D2D can also be used to implement M2M communication in IOT,
exclusively in vehicular communication (V2V) because of the low latency and real-
time responses. V2V communication is based on D2D defined as a part of ProSe
services in release 12 and release 13 of the specification.

Recent developments show that 5G can have data rates at least 1000 times faster
than 4G. They key techniques of D2D in 5G include device and network discovery,
mobility, synchronization, resource management, power control, interference, mode
switching, etc. In 5G, research shows that the D2D can be applied through HetNet
(heterogeneous networks) that include high data rate, improved spectral efficiency
with long- and short-range communication technologies like mmwave (short range),
CRN (improved coverage and speed) and massive MIMO (concurrency). In 5G
networks, D2D when applied with above techniques shows high noise resilience,
improved channel capacity and an improved channel efficiency.

1.3 Challenges in D2D Communication

The major challenges in the D2D communication include device discovery, resource
allocation and management, interference control, mode selection, energy manage-
ment and security assurance. Various algorithms had been proposed to overcome
these challenges, and to name a few, TDS, SPS and particle swarm optimization for
resource allocation, Game theory-based power control scheme and Diffie–Hellman
secure key establishment are the most popular.

Despite extensive research going on in the D2D, the security issues are least
addressed [8].With the present technology, the possibility of information theft is very
high and can happen on the network or user applications or on the communication
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links. Security in the D2D communications can be improved by providing security
through the physical layer [7].

1.4 Motivation and Contribution

One of the biggest challenges of D2D communications is the privacy and secrecy of
information as data are not stored at a fixed storage location. The standalone D2D
operates in a distributed networking environment where a user device broadcasts
the information over the wireless channels. During the process of destination device
discovery, an attacker can locate and track the users normally known as violation of
location privacy, wherein for network-assisted D2D such type of risk is limited.

2 Security Aspects

This work focuses on the security aspects of D2D communication. In D2D commu-
nication, security issues can be due to direct wireless connection, relay transmission
structure, mobility and privacy issues in social applications [8]. For the wireless
communication to be secured, it has to meet the requirements of confidentiality,
authentication and non-repudiation, privacy, availability, integrity, traceability, revo-
cability and FGAC (fine-grained access control) [1]. Inmost of thewireless networks,
crypto algorithms are introduced in upper layers to provide security, where two
devices have a common private key. Ex. DES [9]. In the absence of this private key
for at least one device, a secure channel is needed. Instead of establishing a channel
additionally, physical layer methods can be employed to distribute the key [9]. The
radio nature of D2D communications results in the following security threats as
summarized in Table 1 along with existing algorithms/framework.

All the below security schemes are complemented by the security schemes from
higher levels to improve the security of the entire system [10]. There are many types
of attacks possible in D2D, which can be avoided using a suitable security protocol
[6]. Most experiments have shown that majority of DOS and DDOS attacks occur
on UE relay [8].

2.1 Physical Layer Security in D2D

The characteristics of channel used in wireless communication include data coding
and modulation techniques, the number of antennas and their jamming capabilities
of eavesdroppers, which are considering while defining the physical layer security in
D2D communication [7]. Knowledge on physical layer security can be gained only
with thorough knowledge in information theory and physical layer architecture.



Physical Layer Security Aspects of D2D Communications … 857

Table 1 Comparison of nature of threats

S.
No.

Nature of threat Effect on
requirement

Existing
framework/protocol/algorithm

Detail

1 Eavesdropping
attack/session
hijacking/IP spoofing

Confidentiality Secured network coding-based
data splitting algorithm [12];
KEEP algorithm

Attackers can
read the
messages
communicated
and inject fake
message

2 Impersonate
attack/Masquerading
Attack/MITM Attack

Authentication,
revocability

Key agreement management
[16]; Identity-based
cryptography and legitimacy
pattern attributes (ABE)

Attacker uses
the identity of
other user with
a false identity

3 Forge attack Integrity Error-correcting codes Similar to
impersonate

4 Free-riding attack Quality of
experience

Secure data sharing protocol
[12]; Ex: BarterCast

Lazy/selfish
D2D nodes
does not share
data with other
D2D nodes

5 Active attack Authentication,
confidentiality
and Integrity

Symmetric key encryption;
secure network coding-based
data splitting algorithm [12]

One device is
attacked and it
can spread
through the
network

6 Privacy
sniffing/violation

Privacy,
fine-grained
access control

Genetic algorithm for
maximizing secrecy rate [12];
ES3A protocol and algorithms
including ElGamal

Attackers forge
the trust so that
users still
relying on the
trust causes
privacy issues

7 Denial of service
attack

Authentication,
availability and
dependability

Symmetric encryption
algorithms, identity-based
cryptographic algorithms

To avoid Dos,
switch to
another channel

2.2 Solutions for Physical Layer Security in D2D

Based on the comparisons done in [8], the physical layer security provides availability
and dependability. By using CSI-based key extraction or PHY-based cooperative key
generation in the physical layer, we can attain confidentiality and integrity, but the
availability and dependability will be reduced/lost [8].

According to Zhang et al., the physical layer security in D2D is established by
extensive analysis and application of characteristics of channel between the devices.
Most security algorithms developed for physical layer till date are dependent on the
Diffie–Hellman key agreement protocol. It is a known fact that the Diffie–Hellman
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Key agreement protocol is vulnerable toMITMattacks because of themutual authen-
tication problem between the devices [11]. Xi et al. proposed a CSI based on key
extraction protocol to validate the key between the devices using a hash function that
prevents the leakage of key information [8]. Hash function in cryptography converts
an arbitrary length input data into a fixed length output data [12]. Hash functions are
helpful in creation of digital signatures and verifying the data integrity [13].

Along with hash functions, various crypto algorithms are proposed to meet the
security requirements of D2D communication. Basically, the encryption techniques
are classified as symmetric and asymmetric based on the nature of the key used. The
symmetric cryptography also termed as a private key cryptography uses a single key
for both encryption and decryption, while the asymmetric cryptography termed as
public key cryptography uses twokeys. Examples of symmetric cryptography include
DES and AES, while RSA and ECC are examples of asymmetric cryptography
[14]. The symmetric cryptography is found to be useful in standalone D2D, and
a combination of symmetric and asymmetric (hybrid) crypto algorithms is more
beneficial in network-assisted D2D, especially heterogeneous networks. J. Wan et al.
have compared these algorithms and concluded that high performance with low
overhead can be achieved through generation of symmetric key and exchanging
using asymmetric algorithms [15].

However, there are many limitations to the current hybrid algorithms that include
lengthy time, high entropy for producing symmetric key using pseudo-random
number generation and implementation of asymmetric algorithmwith less overhead.
J. Wan et al. proposed an efficient solution for these limitations in automotive field
by creating a wireless channel-based PSK (Pre-Shared Key) generation technique by
optimizing its length and adopting required methods to convert this key into suitable
encryption [15].

Weifeng Lu et al. have developed a model to improve the physical layer security
and efficiency of communication in D2D underlay type by ensuring channel security
to DUEs and improving security rates in CUEs [16]. Daidong Ying et al. proposed
a physical layer security scheme for D2D, wherein each D2D transmission link
is protected by the relay user to suppress the eavesdroppers [17]. Most recently,
MingSheng Cao et al. proposed a very promising and efficient lightweight method
securing the D2D communication in the physical layer using multiple sensors and
IOT [18]. A comparison of the various parameters considered in the selection of a
crypto key is discussed in Table 2 from the existing research. With the analysis of
the available literature and various studies, it can be understood that a lightweight
hybrid algorithm is preferable for securing the D2D communication in the physical
layer for improving the authentication, integrity and confidentiality.

All the above techniques are based only on the physical layer encryption tech-
niques. From the study of research papers available, it is understood that physical
layer security compromises other parameters and system requirements.

Few other techniques are also available for securing the physical layer in commu-
nication. Beam-forming and artificial noise injection into the channel is one way of
improving the physical layer security byminimizing the secrecy outraging to the least
possible but needs additional power consumption and finds its use in applications like
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Table 2 Crypto keys: a comparison [15]

Symmetric Asymmetric Hybrid

Authentication
(Key/Data)

MAC for both key and
data

DS for both key and
data

Keys: DS
Data: MAC

Confidentiality
(Data/Key)

Data encryption (Same) Data encryption
(Same)

Asymmetric key
encryption;
Symmetric data
encryption

Code size MegaBytes MegaBytes MegaBytes

Key length AES: 128–256 bits ECC: 256–384 bits
RSA: 1024–3072
bits

512–3072 bits for
Asymmetric;
32–256 bits for
Symmetric

Key sharing Yes (Pre-Shared) No Yes (Randomly
Generated)

Vulnerability Brute force, cipher and
plain text attacks

Brute force, MITM
attacks

Cloning attacks

Performance High performance and
low overhead

Too slow; high
computational
requirement and
memory usage

High performance with
less overhead

Tunability No Yes Yes

telemedicine [19]. Bit flipping is a technique based on CSI using clustering method
that helps in confusing the eavesdropper while reducing the energy consumption and
transmission time [20] and is used for sensor networks. Constellation rotation is an
emerging physical layer security technique that can be fully exploited for channel
degree of freedom and is an area of extreme interest in 5G and 6G communications.

3 Conclusion and Future Direction

D2D communication is a promising technology that is used with 5G and future
networks. V2V is a promising application of D2D that provides a lot of opportuni-
ties used in leveraging the traditional cellular networks. The network connectivity
is maintained by the ad hoc nature of V2V that address the randomly changing
channel conditions and the required QoS parameters in terms of latency, safety and
reliability. V2X communication is considered to be a game changer in 5G commu-
nications where autonomous vehicles can communicate with one another and with
everything like network, infrastructure, pedestrian, etc., using the D2D with full
duplex links establishment and communication in proximity. “D2D can also exploit
social networks for providing secured connection setup” [21].
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In 5G and future networks, an enormously increased data traffic has to bemanaged
effectivelywhile securing the data. In these networks, communication is basedmostly
on D2D and multicasting. The network resources have to be improved and managed
properly while same information may need to be transferred to multiple devices.
In such cases, D2D provide point-to-multi-point communication among the care-
fully selected relay nodes in proximity and thereby reduce the multicasting area. To
enhance the performance and security, secured and trustworthy encryption algorithms
are used [22].

The various types of threats, attacks and their effect on the basic requirements
of security in D2D communication in the physical layer are emphasized here. It is
observed that lightweight hybrid encryption techniques that uses a symmetric pre-
shared key with an asymmetric exchange provides efficient security in the physical
layer. This is mainly because of the limitation in resources and performance in the 5G
and future networks. There are still a lot of potential security issues that needs exten-
sive research with a fixed framework for various scenarios especially by combining
the resource allocation and interference management mechanisms.
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The Modern Problem of Accessibility
and Complexity of Big Data

Rodmonga Potapova , Vsevolod Potapov , and Petr Gorbunov

Abstract The digital age allowed scientists to discover completely new ways to
obtain, store, and process information. The main topic of this work, around which all
the research presented below will develop, is big data. Being one of the realities of
the modern world, big data is often used as the main material for research conducted
in various fields of science. The phenomenon of big data is also interesting in terms
of applied linguistics, where research is often based on language material obtained
from social networks, Internet forums, news Websites, and other resources of the
World Wide Web. The main purpose of this work is to study the problem of the
availability and complexity of big data, to learn how to combine and compare its
elements and how to use it regarding the material of one of the latest global linguistic
studies conducted at the Institute of Applied and Mathematical Linguistics of the
Moscow State Linguistic University. In the study, the methods of working with big
data are considered that use the authors’ own developments based on modern digital
technologies. The presented software solves the problems of combining, comparing,
and using extensive databases collected within fundamental interdisciplinary study
of the impact of the aggressive Internet environment in the conditions of multimodal
polycode communication in social networks on the transformationof the psychophys-
iological and cognitive characteristics of the personality of Internet users (in relation
to the youth contingent).
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1 Introduction

Big data is represented as structured and unstructured data of huge volumes and
considerable variety, efficiently processed by various software tools.

There are lots of ways to use big data. So, with the help of big data, one can
learn about the preferences of customers of a particular service sector, learn about
the effectiveness of marketing campaigns, as well as organize a number of scientific
projects that were previously inaccessible to scientists due to the huge amounts of
research material and lack of funds for its processing.

While analyzing the scientific works devoted to big data, one can find that they
have already been reflected in various fields of science—in biology [1], economics
[2, 3], and philosophy [4]. Many researchers see not only positive, but also negative
consequences of their occurrence, which is also evidenced by a number of works
[5, 6].

Experts in the field of applied linguistics are also interested in big data. In this
sphere, big data is helpful primarily in terms of statistics, which is one of the main
research tools in the field of applied linguistics [7–9]. Big data offers a chance for
linguistic researchers to collect a sufficient amount of linguisticmaterial for a detailed
analysis of all the factors of the experiment and confirmation of a hypothesis. This
kind of material is necessary for the implementation of numerous research projects
at the Institute of Applied and Mathematical Linguistics, and therefore, the issues
of automating its collection and preliminary analysis are becoming more and more
relevant every year.

2 Investigation and Method

As part of the multistage research conducted in recent years, the authors of this paper
have proposed several software products of their own design, and the use of which in
studying the problem of accessibility and complexity of big data could significantly
simplify the creation of a software tool that automates the tasks of linguistic data
collecting, combining, comparing, and using [10].

2.1 Development of a Distributed Integrated Mobile System
for Remote Work with an Integrated Linguistic Database
Based on the Use of Cloud Computing and Cloud Data
Storage

One of such products was the Microsoft Azure autonomous research system and
SQL Azure [11]. At the preparatory stage, the following tasks facing the project
were formulated:
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1. Collection of the necessary material for the formation of the test part of the
cloud speech database (written and spoken texts, information about speakers)

2. Deployment of a cloud database on the Microsoft Azure platform.
3. Development of a client-side program that makes it possible to connect to a

cloud database and perform various operations with the information stored in it
(updating the database with newwritten and spoken texts, as well as information
about speakers; displaying the speaker’s personal card on request; saving the
required spoken and written texts to the computer from which the database is
connected).

4. Development of auxiliary utilities that facilitate interaction between the
programmer and the user with files from the database (a program that performs
trimming of an audio wav file to the millisecond; a program that transforms any
file into an array of bytes—the source format in which the database stores this
file).

Next, a cloud database was created and configured using Microsoft Azure and
Microsoft SQL Server Management Studio [12].

The program was developed on the basis of the Microsoft Visual Studio IDE. The
DataKey project is a full-featured program for working with cloud databases (Fig. 1).

The main window of the program provides the user with the following features:

• viewing the contents of the database based on the set filter (the presence of written
and spoken texts on a particular topic performed by a particular speaker);

• record management inside the database: loading a new record (performed through
a separate window), deleting an existing record;

• downloading written and spoken texts to the workstation according to the selected
record;

• viewing personal cards containing personal information for each speaker
(performed through a separate window);

Fig. 1 Interface of the main window of the data key application
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• managing personal cards inside the database: uploading a new card (performed
through a separate window), deleting an existing card;

2.2 Fundamental Interdisciplinary Study of the Impact Of
the Aggressive Environment of the Internet
in the Conditions of Multimodal Multicode
Communication in Social Networks
on the Transformation of Psychophysiological
and Cognitive Characteristics of the Personality
of Internet Users (in Relation to the Young Users)

To get themost complete picture of the need to develop a system for workingwith big
data, it is important to note another scientific project devoted to multicode communi-
cation in social networks and conducted at the Institute of Applied and Experimental
Linguistics [13, 14].

One of the tasks set within the framework of the project was the collection ofmate-
rials necessary for research—multimodal texts stored on the Internet. To describe the
materials, a special system of deep annotation was introduced [15].

When the database size reached nearly 1500 multimodal texts, the capacity of
cloud data storage in which the database was located began to come to an end, and
the question arose of finding a solution to get out of this situation. The solution was
found, and it consisted in the following—to create a program with a friendly and
intuitive interface for the end user, capable of performing the following actions:

1. Access the Microsoft Azure cloud database, view the materials stored in it and
their description (should be displayed on the screen in the form of a table), edit
them, provide the user with an easy way to download new materials, and delete
old or no longer relevant materials.

2. Similar actions should have been available for another cloud storage—Google
Drive, on which, due to its versatility and accessibility to ordinary computer
users, the project database was stored [16].

3. In case the free space in one of the repositories came to an end, the program
should have allowed the user to export data from one repository to another,
while maintaining their integrity in both cases.

The finished DataTravel software product was made using WPF graphics
technologies developed by Microsoft (Fig. 2).

It contained all the controls necessary for the implementation of the conceived
functionality:

• To implement switching between Microsoft Azure and Google Drive cloud
databases, two standard Microsoft Visual Studio RadioButton elements were
placed on the main window of the program, each of which was responsible for
connecting its own data source.
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Fig. 2 Interface of the main window of the data travel application

• Immediately below the switches indicated above, there was a field for displaying
materials from cloud databases, implemented using such a WPF element as
ListView. The advantages of such information output were that, firstly, the infor-
mation was displayed clearly and in a structured way, and secondly, a minimum
of program code was required to implement such functionality.

• Finally, three buttons were placed even lower (“upload fragment,” “delete frag-
ment,” “export fragment fromdatabase”), the functionality ofwhichwas described
by their names. All three buttons were applicable to the currently selected
database.

The program described above was another step forward for researchers from
the Institute of Applied and Experimental Linguistics. It made it possible to work
with two cloud databases at once—Microsoft Azure and Google Drive. The main
innovation was the export function, which implied the rapid movement of data from
one cloud database to the other, which later allowed storing and processing more
materials. In addition, this function would significantly increase the security of the
analyzed data and prevent their loss due to a possible technical failure on the side of
one of the services used.

2.3 Automated Replenishment and Annotation of Linguistic
Databases

To organize full-fledged work with big data, the authors set themselves the task of
developing two auxiliary research programs at once.
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The first programwill be aimed at quickly filling experimental databases with new
information from the most popular Internet portals. This will significantly reduce the
time spent on the formation of global databases. Thus, its functionality will be as
follows:

1. Get access to the main sources of big data that already appeared in the scien-
tific projects of Institute(Instagram Facebook, Twitter, and YouTube video
hosting, as well as social networks VK, Facebook, Odnoklassniki, Instagram,
and Twitter) [14].

2. Using the algorithms specified by the author, collect information about the
publication of interest to the author in accordance with the system of deep
annotation of polycode texts [15].

3. Connect to the Microsoft Azure and Google Drive, cloud databases described
in the previous studies and upload information about the publication selected in
one of the available sources to them.

4. Display, for reference purposes, the scheme of deep annotation at the request
of the user of the program.

5. Display, at the user’s request, information about the publication selected in one
of the available sources for its subsequent download to Microsoft Azure or
Google Drive.

The purpose of the second program is the analysis of information already collected
and stored in databases, its sorting, grouping by selected parameters, as well as
the construction of diagrams for a more visually descriptive representation of the
available material.

The software solution common to the two projects listed above will also include
the DataKey project and the DataTravel project. Together they will make a basic set
of research tools for working with linguistic information contained on the Internet.

The program for primary database analysis is called DataAnalyzer, and the
program for filling experimental databaseswith new information is DataDownloader.
To combine these two projects, as well as the previously created projects into a single
software package, a DataManager solution was created.

The main window of the DataDownloader project enables to implementation of
all the intended functionality for uploading information to the database (Fig. 3).

Fig. 3 Interface of the main window of the DataDownloader application



The Modern Problem of Accessibility … 869

To select the big data source from which information will be uploaded to the
cloud database in accordance with the deep annotation system [15], switches were
implemented using the RadioButton element standard for Microsoft Visual Studio.
In addition, immediately below the data source, there is a text field for entering a
link to the publication, information about which needs to be downloaded. Finally,
even below the program offers to select a database to download this information.
It is worth noting that the program uses the CheckBox element to load it both into
one of the databases and both at once. To move further through the databases of the
information received, it is proposed to use the DataTravel application.

The functionality of the buttons inDataDownloader is also simple and clear.When
one clicks on “upload information about publication,” the information is loaded by
the entered link from the selected data source to the specified database. The “display
annotation system” button allows the researcher to quickly access the flowchart of
the deep annotation system for reference purposes and to visualize the way to store
information about the publication in each of the databases. The “display information
about publication” button also has a reference function and serves to display already
processed information about the selected publication,whichwhen clicked on “upload
information about publication” will be recorded in the selected database.

Let us move on to the DataAnalyzer project (Fig. 4).
This projectwas also implemented in full in accordancewith the tasks set.With the

help of CheckBox elements, the user is asked to perform initial filtering of database
entries by the databases themselves, as well as by the data sources required for
specific research purposes. The ComboBox element, which is located below, gives
the researcher the capability to select one of the parameters set by the deep annotation
system and to analyze the information recorded by this parameter for each entry into

Fig. 4 Interface of the main
window of the DataAnalyzer
application
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Fig. 5 Diagram based on the “data generation type” parameter

the database. The results of the analysis are reflected in diagrams [17]. The task of
starting the analysis process is assigned to the “build a diagram” button.

Let us take a closer look at the examples of constructed diagrams for a better
understanding of the principle of their functioning (Fig. 5).

For example, the “data generation type” diagram shows that out of 275 entries, 49
publications were typed into Twitter, 16 publications were uploaded from YouTube,
118 publications from VK (Russia’s largest social network), 37 publications from
the slightly less popular but also very well-known Odnoklassniki social network, 3
publications from Instagram and 52 publications from the worldwide social network
Facebook.

3 Results

Bringing together the aforesaid, the following set of tools for working with linguistic
databases DataManager can be obtained:

• DataKey—software to work with cloud databases with Microsoft Azure that
allows downloading information (both written and spoken texts) to the cloud to
filter it according to the specified parameters, to display additional information
about the sources of data, and to remove information from the cloud.

• DataTravel is a software package for data exchange between Google Drive and
Microsoft Azure cloud databases, which is especially effective when there is a
lack of free space in one or another storage.

• DataDownloader is a software for automated online downloading of information
about a particular publication from big data sources to Google Drive or Microsoft
Azure in accordance with the system of deep annotation of multimodal polycode
texts [15].

• DataAnalyzer—software for the primary analysis of databases and the construc-
tion of visual pie charts displaying database statistics on a particular parameter of
the deep annotation system.
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In the course of the investigation described in the paper, it was possible to create
a set of programs for big data collecting, storing, analyzing, and classifying. The
software package combines all the latest developments in big data processing within
the framework of linguistic research.

4 Conclusion

Despite the fact that big data is gaining the greatest popularity in the commercial
sphere of society, they can alsobeof great assistance in conducting linguistic research.
Nevertheless, it is important to understand that data science is very difficult, and to
master it requires deep knowledge of both methods of mathematical statistics and
programming. Using the example of scientific projects conducted at the Institute of
Applied and Experimental Linguistics, one can make sure that in order to obtain the
most objective results, and it is important for a scientist to have in their arsenal good
tools to collect and analyze impressive arrays of data (for example, materials from
social networks).

Such tools have been developed within this study. Together with the already
existing programs presented in the previous years, it allowed to solve the problems
of big data collection, storage, analysis, and classification.

It is assumed that the created software package will be a good tool for data
collection and analysis for future research projects at the Institute of Applied and
Mathematical Linguistics.

Today, one of the tasks facing applied linguistics is to improve algorithms for big
data acquisition, processing, storage, and analysis. And over time, the importance of
this task will only grow. By publishing this study, its authors try to open the door to
the world of new and modern capabilities for linguistic science. Therefore, it is very
important not to stop there and continue to work in this area.
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Gray Scale Image Enhancement
with CPSO Algorithm for Medical
Applications

Mani Kumar Jogi and Y. Srinivasa Rao

Abstract In an image processing system, image enhancement plays a crucial
role. Improvement of image quality by maximizing the information in the given
input image is the main aim of this paper. Adaptive histogram equalization and
histogram equalization are most popular non-heuristic or classical techniques for
image enhancement by preservingmain features of the input image. These techniques
failed in achieving good quality enhancement. Optimization techniques have been
proposed for enhancement of image problem. The quality is enhanced by selecting
the optimal parameters based on objective function formulated during optimization
process. The formulation of objective function plays an important role in optimization
problem. This paper offers an effective objective approach for image enhancement
using constriction factor-based particle swarm optimization (CPSO) algorithm. The
proposed algorithm has been tested on medical images like knee cyst, spine MRI,
and liver tumor. The proposed algorithm is successful in improving the quality of
these images.

Keywords Image enhancement · Constriction factor-based PSO algorithm · Image
quality enhancement · PSNR · RMSE

1 Introduction

Image processing has numerous applications in daily life, i.e., medical field and
industrial and is a wide and active area of research in computing. Image processing
techniques are one which can be treated as transforming one image to another image
to develop the perception. For image enhancement, a genetic algorithmwas proposed
in [1] through contrast enhancement using a multi-objective function. Certain image
quality measures have been projected recently. Contrast enhancement of digital
images by preserving the mean image intensity using PSO has been proposed in
[2, 3].
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During the optimization process, the algorithm search for optimal parameters
based on the objective function. The objective function contains two or three perfor-
mance measures which return a value during evaluation of objective function. The
aim of the optimization is to maximize objective function that should produce an
enhanced image. Hence, all performance measures are improved during the opti-
mization process. After image enhancement, quantitative evaluation has conducted
with the help of image quality metrics such as PSNR, RMSE, and MSSIM. High-
PSNR value, RMSE value close to zero, and MSSIM value close to one indicate the
eminence of the image enhanced.

Constriction factor-based PSO algorithm (CPSO) in which objective functions
will hunt for the optimal set of gray levels. CPSO algorithm is the novel optimiza-
tion technique which can be simply understood and easy to implement for various
engineering optimization problems. Image enhancement is done using parameterized
global intensity transformation function in which the parameters are to be optimized
using CPSO algorithm considering number of objectives such as edge intensity,
no. of pixels, entropy, and PSNR of the image in a multi-objective function. Three
different cases have been conducted using CPSO algorithms in order to assess the
effect of objective function on image enhancement. The proposed approach is tested
on images like knee cyst, spine MRI, and liver tumor which offered excellent results.
In order to validate the outcomes, quantitative, detailed qualitative, and statistical
analyzes have also been presented.

2 Gray Level Image Enhancement

The conversion of the test image into the improved quality output image is the main
aim of the image enhancement.Without losing original properties of the input image,
the quality can be improved by various techniques for better visual judgments and
machine understanding. The original value of each and every pixel is replaced by
its neighborhood pixel value in spatial operations. This process might suffer from
excessive enhancement of the disturbance in the input image over smoothing the
imagewhere that needs high-pitched details. Root filtering, linear filtering technique,
and homomorphic filtering technique fall under change operations based on inverse
transformation operations of the converted image. Gray scale image is artificially
colored using a suitable color map in pseudo coloring methods. Due to non-unique
features of the color maps, numbers of trails are essential to select an appropriate
mapping [4]. Local enhancement transformation function is shown below in Eq. (1).

g(x, y) = G

σ(x, y)
( f (x, y) − m(x, y)) (1)

wherem(x, y) is mean and σ (x, y) is standard deviation computed in a area centered at
(x, y) havingM × N pixels.G is the global mean of the input image, f (x, y) intensity
of the input and g(x, y) is output image of pixel at (x, y) [5, 6]. In this approach, factors
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like locality and compliance of the method are taken into account unlike classical
global enhancement techniques. It is derived from Eq. (1) and is applied to every
pixel at (x, y) of image is given below.

g(x, y) = k.G

σ(i, j) + b
[ f (x, y) − c × m(x, y)] + m(x, y)a (2)

where b �= 0 permits for zero standard deviation in the area, c �= 0 permits for only
fraction of the mean m(x, y) to be deducted from unique. The final term influence
has brighten and smooth the belongings on the image [7]:

m(x, y) = 1

n × n

n−1∑

x=0

n−1∑

y=0

f (x, y) (3)

G = 1

M × N

M−1∑

x=0

N−1∑

y=0

f (x, y) (4)

σ(x, y) =
√

1

n × n

n−1∑

x=0

n−1∑

y=0

( f (x, y) − m(x, y))2 (5)

Correct tuning of a, b, c, and k parameters in Eq. (2) will yield large variations
in the treated output image by protecting its originality. In this paper, CPSO task is
to produce better enhanced image for the given input image using global intensity
transformation function based on combination of different objectives.

3 Formulation of Objective Function

In order to estimate the superiority of output image without human involvement, an
objective function is required that compares vital image performance parameters,
i.e., no. of edge pixels, entropy of whole image and its intensity [4]. Certain authors
[8] excepted entropy of entire image in their objective function. Entropy is important
quality procedures in image enhancement. The ultimate quality of enhanced image
has been quantified by using image quality metrics [9]. Hence, PSNR is considered
as vital objectives in the objective function.

OF1 = F(Ie) = log(log(E(IS))) × nedgels(Is )
M × N

× H(Ie) (6)

OF2 = PSNRI (Ie). (7)
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Equation (2) is F(Ie).The sum of edge pixel intensities of the output image which
can be derived by Sobel edge detector is E(Is) which results in output is nedgels.H(Ie)
is entropy value. Horizontal pixels are represented byM and vertical pixels by N.

The aimofCIPSO is to search for better solution (a, b, c, and k) thatmaximizesOF.
The purpose of weight factors is to convert individual objectives into a single objec-
tive. In this work, two scenarios have been tested for image enhancement problem
using CIPSO algorithm in order to assess the importance of objective function. The
two cases are as follows:

Case 1: Single objective, i.e., OF1.
Case 2: Single objective, i.e., OF2 = PSNR.

4 Particle Swarm Optimization Algorithm

The PSO algorithm offers benefits to the challenging optimization problems [10–12].
PSO can adapt solutions to the changing environments and provide robust response
to changing conditions [13]. PSO can solve compound optimization problems
[8, 9, 14, 15].

Let the position of ith particle at the tth iteration can be given as

xti = (
xti1, x

t
i2, . . . , x

t
id

)
(8)

and pbest of the ith particle can be given as

pbest ti = (
pbest ti1, pbest

t
i2, .., pbest

t
id

)
(9)

the pbest of the current iteration is to be recorded after comparison

pbest t+1
i =

{
pbest ti if f t+1

i ≥ f ti
x t+1
i if f t+1

i ≤ f ti
. (10)

The gbest which is overall best is given as

gbest ti = (
gbest ti1, gbest

t
i2, . . . , gbest

t
id

)
(11)

Determination of gbest which is pbest among all is given as

pbest t+1
i =

{
gbest ti if f t+1

i ≥ f ti
pbestxt+1

i if f t+1
i ≤ f ti

(12)

The ith particle velocity is given as

vti = (vti1, v
t
i2, . . . , v

t
id) (13)
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Every particle varies its position according to its current velocity as

xt+1
id = (

xtid + vt+1
id

)
(14)

where xtid is current position of i at iteration t.
To update velocity of particle in, there are some prospects to enhance the velocity

is used in this technique. One factor is proposed here which can enhance the velocity.

4.1 Constriction Factor-Based PSO Algorithm (CPSO)

The basic PSO does not ensure convergence of a particle toward its attractors. The
main benefit of this practice is that without altering the basic eqn., a constriction
factor (χ ) constructed on acceleration constants C1, C2 is merged in basic PSO
algorithm to update the velocity.

constriction factor(γ ) = 2∣∣∣2 − ∅ − √∅2 − 4∅
∣∣∣
, where ∅ = c1 + c2,∅ > 4

(15)

The velocity equation of the ith particle with χ in basic PSO algorithm can be
expressed as

vt+1
id = χ [vtid + c1rand1

(
pbestid − xtid

) + c2rand2
(
gbestd − xtid

)] (16)

4.2 Steps Implemented

1. Observe data, initialization of algorithm parameters and rapid generation of
preliminary solutions by sustaining the constraints.

2. Determination of fitness value by Eqs. (6) and (7).
3. Determination of pbest, comparing with past iteration and choose lower value

as pbest.
4. Determine gbest which is pbest among all in the current iteration, comparing

with past iterations and select lesser value as overall gbest.
5. Update the velocity usingEq. (16) and position usingEq. (14) for every iteration.

Check constraints from following conditions
If Vid > Vmax then Vid = Vmax, If Vid < Vmin then Vid = Vmin.

1. When extreme iterations reached stop, otherwise back to second step.
2. gbest is optimal a, b, c, and k parameters.
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Fig. 1 Implementation
flowchart of CPSO algorithm

Figure 1 shows flowchart of CPSO algorithm, and Fig. 2 shows the input images
and enhanced gray scale images of knee cyst, spine MRI, and liver tumor.

5 Results and Analysis

Figure 3 shows convergence characteristics of medical images with CPSO consid-
ering case 1 and case 2. The image quality metrics such as of fitness values, no. of
edge pixels, entropy, PSNR, RMSE,MSSIM, and time taken for convergence of case
1 and case 2 are compared in Table 1.

Case 1: It is observed from Table 1, and no. of edge pixels and entropy are
increased. The MSSIM value is near to unity. The convergence characteristics of
CIPSO for knee cyst, spine MRI, and liver tumor images for case 1 are shown in
Fig. 3a. The PSNR values for enhanced images range from 58 to 73. RMSE value
and time taken for convergence are more in this case.
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Name of the image Input image Output image
Case I Case II

Knee cyst

Spine MRI

Liver Tumor

Fig. 2 Enhancement of medical images with CPSO algorithm with case 1 and case 2

Fig. 3 Convergence characteristics of CPSO algorithm with case 1 and case 2

Case 2: It is observed from Table 1, and number of edge pixels and entropy are
decreased compared to case 1. The MSSIM value is exactly unity. The convergence
characteristics of CIPSO algorithm for knee cyst, spine MRI, and liver tumor images
for case 2 are shown in Fig. 3b. The PSNR values for enhanced images range from
89 to 93. RMSE value is less, and convergence time is more in this case.
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6 Conclusion

In this paper, constriction factor-based PSO algorithm is proposed for the gray level
image enhancement of medical images like knee cyst, Spine MRI, and liver tumor.
Simulations are carried out for two objective functions formulated to test the image
quality. One objective function is completely based on the PSNRvalue. Several simu-
lation tests were performed for different medical images to investigate the conver-
gence and quality images. The image quality metrics validate the effectiveness of
CPSO algorithm in enhancing the image quality. Simulation results confirm that
CPSO with case converges faster with enhancement of quality of medical images.

Appendix

CPSO algorithm parameters:

P: 20, npar: 3, Itermax: 50, C1, C2: 2, 2, Cfactor: 0.729, Wmax: 0.9, Wmin: 0.4
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Domain-Specific Chatbot Development
Using the Deep Learning-Based RASA
Framework

Vijay Kumari, Chinmay Gosavi, Yashvardhan Sharma, and Lavika Goel

Abstract Conversational agents are actively gaining popularity in research because
of their ability to imitate human responses in almost every domain. As there aremany
research enhancements in deep learning models, it becomes challenging to incorpo-
rate all these enhancements while developing a conversational agent. One of the
main advantages of conversational agents is their ability to answer frequently asked
queries without any human involvement and automatically generate the conversa-
tion’s story flow. In any educational institution, it becomes difficult for the teaching
and non-teaching staff to answer all the students’ queries regarding the course, exam,
and other information regarding their daily activities in the institute. Using the deep
learning framework,wedeveloped a chatbot to answer various questions related to the
education domain, such as exam(timetable, venue) and course-related queries(course
handout). The questions are answered by querying databases which can be updated
via an administrator’s web browser. The system will first create intents for the use
cases and entity recognition mechanisms after connecting the deep learning frame-
work to the database using custom actions. We had created a user interface to allow
updates to the database for exam timetable and course information via either file
upload or a web page.
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1 Introduction

Chatbots have becomepopular in recent years anddeployed to solve various problems
such as solving customer queries and educating customers regarding the products. In
many cases, they act as the first point of contact, avoiding the need for actual human
communication based on the use case. They collect valuable data before human-
to-human interaction happens, thus saving time and being considered helpful to
customers as it shows they prefer self-service as the first option rather than engaging
with agents.While the chatbots were first introduced to the broader audience through
social media websites, they were used in many domains such as e-commerce sites,
banks, schools, or anywhere we can expect customer interaction.

Chatbots are the main application of natural language processing and artificial
intelligence, which understands the human language and responds in the same lan-
guage [13]. Students of any university or college need to access information related
to their course work like class timing, classrooms for a particular course, syllabus,
exam date, exam time, and a course handout. Particularly during this pandemic, when
it is hard to have a physical meeting, a chatbot is expected to respond to each query
rapidly, accurately and is accessible whenever it is needed. Functionally, this chatbot
is helping students and instructors inmany things, such as scheduled time of a course,
course handout, students’ grade information, and scheduled makeup class.

This chatbot is built using the open-source RASA framework [2], a deep learning
model trained over the required data to replicate the required behavior. RASA is
a tool to develop custom artificial intelligence-powered chatbots using Python and
natural language understanding (NLU). The developed chatbot uses the long short-
termmemory(LSTM) network [7], which was already integrated into the RASA. The
reason for using the LSTM is its effectiveness in usingmemory. Building the chatbots
using the deep learning models requires a framework for unifying and pipelining the
deep learning model.

We have already seen how chatbots are becoming common and the various use
cases are being applied in. One such use case can be a university chatbot. The
university settinghasmuchpotential for chatbot use—prospective and current student
queries related to various topics such as admissions, timetables, and courses. To create
the chatbot, we rely on the RASA, an open-source deep learning-based framework
for creating conversation chatbots and linking them to third-party services. The use
cases which will be demonstrated will be providing exam timetable information and
course information. The created chatbot can then be used on the university website or
the app as RASA supports both mediums. This can facilitate in reducing the load on
universities while responding to queries, collecting data, etc. Similarly, over time, we
can add more queries and train the chatbot based on user responses, thus increasing
the usefulness of the chatbot.
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2 Related Work

While the first chatbot was being developed in 1966, we can point to the chatbots
deployed on the Chinese messaging/social media app to introduce the general public.
Nowadays, however, they have become very ubiquitous and can be found on most
websites, chat-based games, can be embedded into popular messaging apps, mobile
platforms such as Android and iOS, provide native chatbot support (Google Now,
Siri, Bixby, etc.) or via third-party applications (Soundhound, etc.).

The primary motivation of commercial chatbots was to reduce the human work-
load and provide services to customers 24× 7 without incurring high costs [5]. On
the research side, the motivation of chatbots has been the creation of a conversa-
tional user agent that responds naturally to queries. Over time many more aspects
such as speech recognition, context recognition (responding not just based on the
current question but also the previous conversation), etc., can be considered research
interests.

The conversational question answering system can be built using either the rule-
based or the deep learning-based approach to train a model on the specific data.
The user speech intent is considered while generating the response with the trained
model [4]. One category can be using the knowledge base, which can be given in any
structured or unstructured form. The chatbots try to answer the query using these
knowledge bases [10]. Eaglebot chatbot utilizes the latest transformer-based BERT
model for retrieving the answer, which has a three-route base selection method using
the dialog flow [12]. The model ‘ranking-based question answering systemwith web
and mobile application’ utilizes the effectiveness of BERT model for answering the
user query in a specific domain. The question can be asked through the web interface
or using the android-based application [1].

The paper [11] describes an application for a chatting system for use cases such
as attendance, marks, and notices. However, rather than relying on natural language
understanding (NLU) techniques to allow a variety of user inputs, it uses pattern
matching and then queries the database based on the user input. However, there is
no mention of context; hence, a natural conversation will not be possible. Similarly,
fuzzy pattern matching is not mentioned, so the chatbot becomes more restricted.
Paper [8] improves on the above and introduces RASA-NLU and thus can be used
for intent identification and entity recognition despite pattern not precisely matching.
The entities recognized were used to call third-party APIs. However, no database was
introduced in work, which is necessary for the university setting.

Erasmus chatbot, which uses cloud-based services, is an AI-powered chatbot
developed to answer the query of students of any institute [14]. The paper [15]
describes the development of a chatbot deployed on Facebook for an Indonesian uni-
versity. It covers specific use cases such as greetings, schedules, grades, information
requests, and weather forecasts in the area. The chatbot uses RASA version 1.1.4 and
MySQL as a database for storing schedules and other similar information. However,
RASA mechanisms to introduce context (by using slots mechanism) are not used
here.
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Chatbot development framework stays a provoking research problem because of
the absence of data for training the model, so to solve this issue, a conversational
question generation is used to generate questions for training and assessment pur-
poses [6].

3 Proposed Model

Generally, chatbots use strict rule-based methods like pattern matching or word
matching to make a conversation that becomes quite restrictive if we want to have a
natural flow of conversation or a large set of rules. In our work, we have used natural
language understanding (NLU) approach, which tries to understand the sentence
rather than just matching based on some rules. It gives flexibility if the user makes
small mistakes in the sentence or the sentence structure is different from training
data. We can still classify the input to a relevant intent based on the calculated
confidence. The chatbot’s knowledge base can also be updated in the back end, and
all the updations are reflected without any retraining of the bot. Unlike some other
chatbots, it is designed to improve over time as we can tag the new inputs from the
users to the relevant intents.

3.1 Model Development Overview

Initially, the use cases that will be supported based on them, the intent, and entity
for each use case are decided and created. We have decided that the chatbot will
answer topics related to the exams and courses offered by the university. The exam-
related question can be asking about exam dates, timings, timetable, etc. Similarly,
course-related questions can ask about course instructor name, evaluation compo-
nents, course objective, and assignment information.

The training data has to be created for all intents with the entities manually tagged
in them. We are using Conditional Random Fields(CRF) [9] for entity extraction,
and they require manual tagging of entities. The training data has to be created
individually for each intent. Suppose we are trying to create data for the intent where
the user’s question is regarding the scope of a particular course. We create training
phrases such as—‘What is the scope of the course CS G525?’. Similarly, we can add
similar phrases with the same meaning to the above phrase, such as—‘What is the
objective of the course CS G525?’. We also include the phrase by not including the
entity(class code in the above scenario) as the user might be asking the subject about
a subject stored in the context, i.e., the user has previously mentioned the course
code in the conversation and the bot remembers it from that conversation.

The data is stored in theYMLfile called nlu.yml as per the standard deep learning-
basedRASAstructure. The entities are tagged as course-id and course name, allowing
the user to enter either of those when asking about the instructor. For training the bot,
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we include someexamples of course IDs and course names.Basedon the exampleswe
provide, we have provided the names when the entity gets trained during the training
process. Then we have to create rules and stories to create mappings between the
intents and the actions. The actions are not written; we create unique names for each
action later in the mapping process. A RASA rule is a simple mapping from an intent
to action, i.e., when the NLU detects an intent, the action described in the rule takes
place. These are included in the rules.yml as per the RASA structure.

However, action will be decided based on the current state and the previous inputs
and output in real-life interaction. It can be achieved via RASA stories, where we
design a flow of the conversation and decide which action to take based on our
previous intents. For example, the initial intent can be to ask for ‘What is the objective,
of course, CS G523?’. After sending a response, we can also ask, ‘Do you want to
enroll in the course?’ and carry out the registration process based on the user response.
So a story can be considered as a collection of rules happening in a particular order.

Based on the type of entity identified, we frame a SQL query and execute it on
the correct database and table. Both the entity type and value are used to frame
query; if we take the ongoing example of the course scope and the user has asked
the question using course name, the entity type will be course name and whatever
name of the course user provided in the query. SQLite database is selected, which
contains the exam and course-related information populated via web user interface
(Fig. 1) designed using Flask framework, using which the admins of the system can
upload and update the exam timetable course-related information. Figure1 shows a
portal for updating the exam timetable, and similar portals are present for updating
course information and regular timetable.

Fig. 1 Portal for updating exam-related information
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While the user asks the question, setting and erasing slots are also done in action.
Continuing with the earlier example, if the user was asking about the scope of a
particular course, a slot would be set holding the course information. Depending on
whether the entity value or slot value is non-empty, we formulate the query. The
priority is given to entity values and then to the slot values. Based on the query type,
we update the corresponding slot value and erase the remaining slot values. Based
on the query type and query value, the query of the following format is executed on
the database.

SELECT * FROM table_name WHERE query_type = query_value

Here the table name is selected based on the intent while the query type are entities
such as course-id and course name. The final term is the query value which is the
actual value user provides in the current or the previous queries such as computer
graphics and CS G515 etc.

After the query result is received from the database, the same is formatted and
provided as a response via the custom action. The RASA bot is deployed on awebsite
created using the Flask framework. RASA creates an endpoint for responding to
the front end with which we communicate using REST. Thus, the data flow of the
developed model is shown in Fig. 2.

How words are understood by the model

The input is first passed to the RASA-NLU to be converted into a vector format,
for entities and intent is classification. The intent is classified based on which class
received the highest confidence after the Dual Intent And Entity Transformer (DIET)
classifier applied to the vectorized inputs. The score is calculated based on the phrases
and sentence structure provided as the training data for each intent. Thus, we consider
the entire sentence rather than just words and check which intent is the best choice
for the input. Similarly, the entities are extracted based on what entity extractor is
used. We have used the condition random fields in this work as we have domain-
specific entities like course names and course ID. After having both the intent and
entity, we map the functionality to be executed for each intent. The entity is passed
as arguments, and the database is queried based on these arguments to get the result
relevant to the intent of the question asked by the user. Thus, the combination of intent
and entity identification and amapping to the action after identifying the intent allows
the system to understand and respond to words.

3.2 RASA Architecture Overview

RASA includes natural language understanding (NLU) and RASA-Core as a part of
the deep learning framework, whereby NLU tries to understand the user’s response
in the chat, and RASA-Core is responsible for deciding the actions based on the user
input. The final part of the framework is natural language generation(NLG), where
the response is generated [2]. The overview of the architecture is given below.
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Fig. 2 Workflow of the developed model

Natural Language Understanding (NLU) The NLU is the part where the intent
classification and entity extraction part take place. Intent can be considered as the
objective of the input from the user. An entity can be considered as a term that
is related to the intent. For example, in a university setting, we might expect the
following question—‘Who is the instructor of the CSG523 course?’. The intent here
is ‘request_user_instructor_name’ which indicates that user is requesting the name
of the course instructor, and the entity is the course code which in this case was CS
G523. We can have multiple entities in the same user query.

The process starts with vectorizing the user response, where the words are con-
verted into embeddings. Word embeddings are the representation of user response in
vector format. There are two types of embedding available in the intent classification
process—supervised and pre-trained. We do not have any available domain-specific
acronyms and pre-trained embedding, so we selected the supervised embeddings for
the process of intent classification.
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The next step is entity recognition, for that model has three options: spaCy, Duck-
ling, and Conditional Random Fields (CRF). The spaCy option is suitable when the
entity is of standard types like organization, city, or similar entities. Duckling is
suitable for numerical information. In both of these, we need not annotate the train-
ing data for the process of entity recognition. However, the university domain has
a variety of entities like course code, instructor name, and time. In these cases, it is
better to annotate the training data to recognize such entities by using the Conditional
Random Fields, where we manually annotate the entities in the training data itself.
Continuing with the example of the course instructor, when we are inserting the line
in the training data, it will be annotated as follows—Who is the course instructor
of [CS G523] (course_code). A variety of such examples will be added to the train-
ing dataset so that entity can be extracted successfully when an unseen course code
number arrives.

RASA-Core The core is the part of the chatbot development framework which
decides the next action in the dialog after receiving the input and entity from the
RASA-NLU. Similarly, the context is also considered as input. The output of the
RASA-core part is a probability model which predicts the next action and sends
the response based on the rules. In our chatbot model, the RASA-Core utilizes long
short-term memory (LSTM) network for these predictions. As mentioned before,
RASA allows the context to be considered input for the probability model, so storing
this context for some steps in the dialog is enabled by LSTM or recurrent neural
networks (RNN).

Natural language generation (NLG) The natural language generation module gen-
erates the responses, which are then sent to the user. These responses have to be
structured as a template in which various components can be included. The main
component is the ‘text,’ which is compulsory for every response; others include but-
tons as a choice, image, and attachments. The response can be in JSON format or
something based on the front-end framework being used where it is going to be
displayed.

RASA Actions In the core part, it was discussed that actions would be taken based
on the input received from the NLU. Here we have decided that a database will be
acting as a data source for any user query. Thus, the actions will include checking
the recognized entities and framing a query based on those. The action will also
include the process of connecting to the DB and retrieving results. Once the results
are generated, they can be sent as a custom response described in the NLG section.

Dual Intent And Entity Transformer (DIET) The input sentences broken into the
individual tokens by the pipelines are fed to the DIET architecture. The function
of the DIET classifier is to identify the intent and entities from the input tokens
[3]. It is the advantage of DIET since it is a multi-task transformer that can predict
intent and entity together. DIET has flexibility in that it can be used with pre-trained
embeddings such as BERT, GLoVe, and conveRT. So without writing any code
lines, we can experiment with various types of NLU pipelines. Generally, many
pre-trained language models already exist, but they are heavy to use and require
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enormous computing power. They are not optimized to use with conversational AI
software. The DIET architecture requires the dataset to have the input text, labels of
intents, and labels of entities. The total loss is computed by the addition of entity
loss, intent loss, and mask loss.

3.3 Model Training

Training has been carried out for each of the intent present in the chatbot. For
each intent identifier, we include some examples of the type of sentences we
want to get matched to that particular intent. For example, let us consider the
course_instructor_query intent. The following is included as training data for the
course_instructor query

• who is the course instructor?
• who is the course instructor of [CS F111](course_id)
• who is the course instructor of [CS G513](course_id)
• who is the course instructor of [Computer Programming](course_name)
• who is the course instructor of [General Mathematics II](course_name)
• name of the course instructor
• name of the course instructor of [CS F111](course_id)
• name of the course instructor of [CS G513](course_id)
• name of the course instructor of [Computer Programming](course_name)
• name of the course instructor of [General Mathematics II](course_name).

Thus, if the input from the user contains the above phrases, the input will be
identified as a query regarding the course instructor.Wealso include someentities (CS
F111, network security, etc.) and their respective tags (course_id and course_name).
Different entities are included so that the RASA-NLU can generalize for the inputs
it might receive rather than just matching based on the training data. Thus, inputs
outside of the training data are handled. Similarly, we check what queries the chatbot
could not classify, andwe can later tag them to particular intents. Thus, as the number
of users increases, the chatbot becomes more accurate as of the number of phrases
per intent increases.

4 Experiments and Results

The deep learning-based chatbots are relied upon to give the best results for chat-
bot improvement. Their performance evaluation of intent and entity classification is
measured in precision, recall, and F1-score. The model is divided into various parts,
and each part’s accuracy can be tested separately. We have designed about 30 sce-
narios in daily conversation and the expected actions based on the input for testing
purposes. A sample is also given in Fig. 3. Here we can see the query from the user
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Fig. 3 Sample of story generation for testing purpose

and the expected action identifier from the set of identifiers defined while training
the model.

A file of test stories is created for the evaluation of the model. These stories are
different from those in the ‘stories. md’ file in that they also contain an example
user message for each intent. The model is then evaluated using the command ‘rasa
test.’ This command returns a confusion matrix each for intent classification and
response selection. It also returns an intent report that logs each intent’s precision,
F1-score, and recall. The results of the action and intent classification are shown in
Table 1. The true label and the predicted label analysis can be done from the above
accuracy tables, and we can see that all intents were classified correctly. The tables
are confusion matrices for the process of intent classification and entity recognition
carried out by the NLU. In this case, we have a separate action for each entity. Thus,
the accuracy for intent and actions will be the same due to such one-to-one mapping.
They are both represented in Table 1. The use cases where minor spelling mistakes
or sentence structure are slightly different from the training data are tested whether
the NLU part can handle the variety of conversations we expect in real life. A similar
analysis of the entities is shown in Table 2. Here analysis for only two entities is done
only for course_id and course_name. Current testing was focused on the accuracy
of identifying course ID; more test cases for course names can be added to check
the accuracy. We have some queries in the testing data which do not contain any



Domain-Specific Chatbot Development Using … 893

Ta
bl
e
1

A
ct
io
n/
in
te
nt

cl
as
si
fic

at
io
n

A
ct
io
n

A
ss
ig
nm

en
ts

C
ha
m
be
r

C
ou
rs
e

in
st
ru
ct
or

C
ou
rs
e

sc
op
e

E
va
ls
ch
em

e
E
xa
m

da
te

E
xa
m

de
ta
ils

E
xa
m

ta
bl
e

In
st
ru
ct
or

em
ai
l

L
ec
tu
re

pl
an

Se
m

in
fo

Te
xt
bo
ok

A
ss
ig
nm

en
ts

2
0

0
0

0
0

0
0

0
0

0
0

C
ha
m
be
r

0
2

0
0

0
0

0
0

0
0

0
0

C
ou
rs
e

in
st
ru
ct
or

0
0

6
0

0
0

0
0

0
0

0
0

C
ou
rs
e

sc
op
e

0
0

0
4

0
0

0
0

0
0

0
0

E
va
ls
ch
em

e
0

0
0

0
4

0
0

0
0

0
0

0

E
xa
m

da
te

0
0

0
0

0
2

0
0

0
0

0
0

E
xa
m

de
ta
ils

0
0

0
0

0
0

2
0

0
0

0
0

E
xa
m

ta
bl
e

0
0

0
0

0
0

0
2

0
0

0
0

In
st
ru
ct
or

em
ai
l

0
0

0
0

0
0

0
0

2
0

0
0

L
ec
tu
re

pl
an

0
0

0
0

0
0

0
0

0
2

0
0

Se
m
es
te
r

in
fo

0
0

0
0

0
0

0
0

0
0

2
0

Te
xt
bo
ok

0
0

0
0

0
0

0
0

0
0

0
2



894 V. Kumari et al.

Table 2 Entity_Recog_DIET_Classifier

Entity Course_id Course Name No_entity

Course_id 26 0 0

Course Name 0 2 0

No_entity 0 0 174

Fig. 4 Spelling mistake in the word ‘textbooks’ handled by NLU + intent classification by identi-
fying semester information request intent

entities, for example—‘Which semester is going on?’. Such queries are annotated
with ‘No_Entity’ label in Table 2 which is Entity Recognition table .

Figure5 shows the setting of slots where the context of previous messages affects
the new reply. Moreover, how small spelling mistakes do not cause any problems
to the chatbot (the first message has a mistake) shown in Fig. 4. Similarly, all the
messages show DB connectivity. Figure4 shows how intents are defined and their
identification via the NLU and entity extraction process via the NLU.

5 Conclusion

The university setting provides many opportunities to use a chatbot, reducing loads
on the working staff. The RASA framework provides an ideal option as it natively
supports natural language understanding based on deep learning libraries. Similarly,
it allows various responses like simple hard-coded responses, database retrievals, API
calls, etc., thus increasing the degree of interoperability with existing systems. The
created chatbot can respond naturally to questions based on covered domains, like
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Fig. 5 Entity recognition as course name is extracted + slot mechanism where context of course
ID is maintained over messages

exam timetables and course-related queries, so we can conclude that deep learning-
based chatbots can give excellent performance in terms of intent and entity repre-
sentation and give appropriate information reply based on each evaluation metrics.

This exploration is in the stage of improvement as we can explore the possibility
of introducing a UI-based solution of adding more use cases into the chatbot and
subsequent connection with the database rather than writing the code and making
it more customizable. We can explore the possibility of fuzzy matching and discuss
thresholds that allow some small user error—the user types in a slightly incorrect
course name (e.g., user types in ‘Embeded’ instead of ‘Embedded’).
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Pulse Shaper Design for UWB-Based
Medical Imaging Applications

M. K. Devika Menon and Joseph Rodrigues

Abstract In this paper, a pulse shaping filter is designed to shape the higher-order
derivatives of the basic UWBGaussian pulse for efficient pulse transmission through
human tissues for medical imaging applications. The shaped pulse for the desired
center frequency fits the FCC mask and power spectral density (PSD) specifications
with higher spectral efficiency being achieved. It is observed that the ringing effect
of Gaussian pulse is reduced by using the proposed bandpass FIR shaping filter. The
low ringing effect observed in the shaped pulse ensures better antenna power distri-
bution and improved location accuracy which is critical factor for medical imaging
applications. The pulses synthesized are highly orthogonalwhich aids inmulti-access
communication, improved bit error rate (BER) performance and short durationUWB
pulses leading to higher data rate transmission. The drooping frequency response
characteristics of the synthesized pulse have reduced clutter hence tightly focused
image obtained for imaging applications.

Keywords Gaussian pulse · UWB pulse shaping filter · Ringing effect · Clutter

1 Introduction

Ultrawideband (UWB) is a radio technology that support a variety ofmedical applica-
tions like medical radar, microwave imaging, wireless communications with medical
implants due to superior transmission in various medium and better image resolu-
tion. Ultra wideband is extensively employed in biomedical imaging for non-invasive
tumor detection applications like early breast cancer detection due to its superior
features of very narrow sub-nanoseconds pulses to transmit data with very low
power level, no tissue ionization due to low power, high data transmission rate, and
good localization properties [1–5]. The Federal Communication Commission (FCC)
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introduced spectral mask regulations due to the large bandwidth of UWB signals
and to limit transmitting capacity below −41.3 dBm/MHz in the 3.1–10.6 GHz
frequency range of UWB systems in order to reduce interference with adjacent wire-
less systems [2]. UWB technology implementations are divided into three parts,
namely communications, sensors, position location, tracking, radar, and biomedical
applications [6–10]. For all these applications, a suitably designed UWB pulse is
required to improve the target response while canceling the background interfer-
ence. Time varying channel bandwidth, transmission rate, delay, jitter, and loss in
accuracy are the major challenges in video streaming while employing UWB signals
[11–15]. UWB pulse shapes play an important role in efficient UWB system appli-
cations since signal transmission in majority impulse radio (IR) UWB radio systems
employ direct pulse emission without a radio frequency (RF) carrier modulation
[16–20]. UWB pulse transmission employs basic Gaussian, Hermitian, and discrete
prolate spheroidal pulses for wave propagation inside the body. The various pulse
shapes which are used for IR UWB systems like Gaussian and Hermite monocycle,
and discrete prolate spheroidal pulses does not have optimum spectrum utilization,
therefore, modified using higher-order derivatives of the pulses and suitably band-
pass filtered to eliminate undesired frequency components to satisfy the FCC require-
ments [21–24]. Also, using scaling techniques, the spectrum of standardUWBpulses
can confirm to FCC mask specifications. Gaussian and Hermite waveforms can be
matched to the FCC mask for UWB radios. In [13], various UWB pulse generation
methods using combination ofGaussian derivative pulses are proposed, but it does not
confirm to FCCmask and requires a complex implementation to determine optimum
weighting coefficients based on the minimum mean-square error algorithm. In [14],
modified Hermite polynomial-based pulses are processed using frequency shifting
and bandpass filtering to fit the FCC mask. All standard UWB higher-order deriva-
tives UWB pulses will meet FCC mask, but pulse length will increase resulting
in lower data transmission rate. But these schemes have less flexibility in exactly
fitting power spectral density FCC mask. In [15], the pulses generated satisfy FCC
mask specifications, but spectrum efficiency is low and operated at high sampling
rate, hence hardware required is more. In multiple access UWB communications,
the principal requirement is that the pulses emitted are strongly orthogonal. Prolate
spheroidal wave functions are used in the most common FCC-compliant orthogonal
pulses [16]. Prolate spheroidal wave functions (PSWFs) were investigated by the
authors in [25–30]. Prolate spheroidal pulses has superior features like FCC mask
compliance and orthogonality. But very high computational complexity is involved
when pulse shapers are used to produce response and were prolate spheroidal pulses
can be approximated in the least square sense [8]. Among different ordered pulses,
the modified Hermite pulses (MHP) have orthogonal property aiding simultaneous
transmission of UWB pulses without collision and hence improved bit error rate. The
enhanced data rate techniques would include high-volume data tracking, measure-
ment, and control of wireless devices without overloading the network bandwidth
and hence new applications of high-speed wireless sensors [5].
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2 UWB Pulse Shaping Techniques

The UWB pulse shaping filter to shape the transmission pulse for a UWB impulse
radio system is designed to satisfy the FCC transmission spectral mask, to opti-
mize the spectrum bandwidth efficiently, to suppress the ringing effect, to improve
the BER performance and to lower the sidelobe level, and thereby improves the
localization properties necessary for employing UWB pulse effectively for medical
imaging applications. To comply with the FCC indoor emission, generally fourth,
seventh or higher derivative of Gaussian, Hermitian, and DPSS pulses are used as an
input pulse. This pulse is spectrally altered by windowing with Gaussian and other
windows to achieve the desired quality. Baseband pulse shaping filters are employed
to sustain a signal at an allocated bandwidth, optimize the rate of transmission of
data and reduce errors in transmission. They also produce high stop band attenua-
tion, to eliminate inter-channel interference and reduced inter-symbol interference
to achieve as low bit error rate and to achieve the maximum power transmitted
with in FCC mask. The transmitting signal is processed employing a finite impulse
response pre filter before being modulated, and the impulse response coefficients
are designed to yield the required-shaped pulse. Digital FIR filters, multistage half-
band filter [27] raised cosine filter, and optimal designs are employed to obtain the
FIR filter coefficients. In [28], pulse shaping using frequency domain characteristics
is employed to utilize frequency characteristics for decomposition and recombina-
tion of the signal received. In [29], a pulse shaper design is proposed to decrease
the interference and reduce the ringing oscillation. The modified pulse can track
the transmitted power spectral density and provides enhanced resolution of antenna
power. To decide the antenna size, the signal bandwidth is a vital factor [30, 31]. The
bandwidth of a transmitted signal is varied with a difference in the standard deviation
of the Gaussian pulse-shaped window. Modified pulse generators as per the band-
width requirement are useful for various UWB transmitters, which provide flexibility
of antenna arrangements for various applications. The analysis shows that with the
reduction in standard deviation values for the Gaussian window, the bandwidth of the
UWB pulse increases. The analysis of pulse shape factor (PSF), accuracy estimation,
and signal-to-noise ratio (SNR) is carried out in [29] to examine the proposed pulse
shaping for position accuracy.

Employing the proposed pulse shaping filter, resulting UWB pulse has superior
features like higher spectral utilization efficiency (SUE), negligible ringing effect,
orthogonality, improved BER performance, and lower sidelobe level (SLL) that aids
in clutter reduction and target image improvement for medical imaging applications
is synthesized.
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3 UWB Pulse Shaping Filter

Pulse transmission in human body commonly employs Gaussian pulse with suitable
center frequency and bandwidth based on particular application.

The nth derivative of commonly employed Gaussian pulse is [29]

gn(t) = −n − 1

σ 2
gn−2(t) − t

σ 2
gn−1(t) (1)

σ is the standard deviation of nth derivative of Gaussian pulse. In this paper, the
seventh derivative UWB Gaussian pulse is shaped employing a proposed FIR band-
pass filter. The pulse shaper filter output is the shaped UWB pulse to be transmitted
in the body given by

p(nT ) =
L−1∑

n=0

h(n)g(t − nT ) (2)

where h(n) is the L filter impulse coefficients to shape the basic pulse, g(t) is the
basic seventh derivative Gaussian UWB pulse, and T is the sampling interval. Thus,
superior UWB pulses are numerically generated for transmission in the body.

In the proposed filter design, the desired frequency response of the proposed
bandpass FIRfilter ismodeled using trigonometric functions in the pass band and stop
band to satisfy the FCC spectral mask specifications and required center frequency
and bandwidth for a particular application. Thus, a continuous function of the desired
frequency responseHd(f ) of the filter is obtained [32, 33]. Employing the frequency
sampling FIR filter design technique, FIR filter coefficients h(n) are obtained for a
filter length to meet the desired specifications. This method minimizes the effects of
Gibb’s phenomena and allowing us to eliminate ripples at the filter transition region,
and hence a lower dominant sidelobe is obtained for a lower filter length to synthesize
the UWB transmission pulse.

The impulse response coefficients of FIR pulse shaping bandpass filter are
obtained for the desired specifications as

h(n) = Aδp cos kωb

π(k2p − k2)

[
kp sin kpωc cos kωc − k cos kpωc sin kωc

]

+ Aδskp
2π(k2p − k2)

[cos kp(ωb − ωz) − cos k(ωb − ωz)]

+ A

k2π(ωz − ωc)
[cos k(ωb − ωc) − cos k(ωb − ωz)

+ k(ωz − ωc) sin k(ωb − ωc)]
+ A

k2π(ωz − ωc)
[cos k(ωb + ωc) − cos k(ωb + ωz)
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− k(ωz − ωc) sin k(ωb + ωc)]
+ Aδs

2π(k2p − k2)
[[kp cos kp(π − (ωb + ωz)) cos kπ − kp cos k(ωb + ωz)]

+ k sin kp(π − (ωb + ωz)) sin kπ + 2A cos kωb sin kωc

kπ
(3)

where kp is the parameter that shapes the response in the pass band region based on
the intended specifications, ωc is the center frequency, ωb is the 10 dB bandwidth, δp
is 10 dB, δs is the dominant sidelobe level,ωz is the frequency at which themagnitude
of the filter response is zero, and A is the filter gain parameter.

k = L−1
2 − n, n = 0, 1, . . . , L−1

2 for L odd andn = 0, 1, . . . , L
2 − 1, for L even.

Employing the shaping filter coefficients h(n), the frequency response H(f ) of the
shaping filter is obtained. Also employing suitable transformation techniques, our
proposed time domain filter window function h(t) is obtained. Further, to obtain the
shaped Gaussian pulse, we consider the UWB seventh order Gaussian pulse

g(t) = K

(
105t

σ 8
1

− 105t3

σ 10
1

+ 21t5

σ 12
1

− t7

σ 14
1

)
exp

(
− t2

2σ 2
1

)
(4)

where the standard deviation or PSF of Gaussian pulse is

σ1 = 1

2π fb
√
log10(e)

(5)

The Gaussian seventh order time domain pulse g(t) is multiplied with our
proposed time domain filter window function h(t) to obtain the shaped Gaussian
time domain pulse p(t) to be transmitted in the body mathematically given by

p(t) = g(t)h(t) (6)

4 Results and Discussions

To comply with FCC limitations, the seventh derivative UWB Gaussian pulse is
shaped using the proposed FIR filter with a standard deviation of 35 ps and a center
frequency of f c = 4 GHz. Figure 1 shows the PSD plot of the basic UWB pulse
and shaped pulse. It is found that the shaped pulse fits the FCC mask specifications
with good spectral utilization efficiency of 84%, which is better than widely used
Gaussian pulse and hence provide better antenna resolution and low ringing effect in
time domain. The effective isotropic radiated power (EIRP) of the shaped pulse is−
41.3 dBm/MHz, and hence the synthesized pulse has superior features like robustness
against jamming, does not cause significant interference to other systems operating
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Fig. 1 FCC spectral mask and PSD of seventh derivative Gaussian pulse and the shaped pulse with
f c = 4 GHz employing the proposed pulse shaper

in the vicinity and will not cause a threat to patient’s safety in medical imaging
applications.

Figure 2 displays the frequency characteristics of synthesized UWB pulses using
the suggested pulse shaping filter with f c = 4 GHz in the medical band of 3.4–
4.8 GHz. It can be noted that the exact center frequency is obtained with low sidelobe
level. For themedical imaging applications like tumor detection, due to the important
contrast in the electromagnetic properties of malignant and normal human tissue, the
presence of significant SLL will create strong clutter. Therefore, frequency response
characteristics of the synthesized pulse with drooping sidelobe characteristics will
result in tightly focused image which is required for UWB imaging applications. The
time domain basic pulse and shaped pulse of duration 0.5 ns is shown in Fig. 3. It is
observed that the ringing effect of Gaussian pulse is reduced by using the proposed
bandpass FIR shaping filter. This allows impulse period Tp of the pulse to be reduced
and hence minimizes adjacent interference for pulse transmission, thus supporting

Fig. 2 Frequency response of synthesized UWB pulse employing proposed pulse shaping filter
with f c = 4 GHz in the medical band of 3.4–4.8 GHz for Tp = 1 ns and Tp = 0.5 ns
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Fig. 3 UWB time domain seventh derivative Gaussian pulse with center frequency f c = 4 GHz
and its shaped response employing proposed pulse shaping filter of duration 0.5 ns

higher data transmission rate in UWB pulse communication. Better antenna power
distribution and improved location accuracy are achieved due to low ringing effect
observed in the shaped pulse for precise location of tumor for medical imaging.
Figure 4 shows the autocorrelation of shaped pulses �1(t) and cross-correlation of
shaped pulses�1(t) and�2(t). It is observed that at the sampling instant, the autocor-
relation of �1(t) is more than a cross-correlation between �1(t) and �2(t),where
�1(t) and �1(t) are the eigenvectors corresponding to highest eigenvalues of the

Fig. 4 Correlation functions of pulse shapes obtained from the proposed pulse shaper. a Cross-
correlation of �1(t) and �2(t) and b autocorrelation of �1(t)
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Fig. 5 BER of shaped UWB pulse using the proposed pulse shaper

Toeplitz matrix formed by the filter coefficients of the proposed band pass FIR filter.
Having large autocorrelation is advantageous in determiningmultipath energy where
as having zero cross-correlation at sampling instant results in the removal ofmultiuser
interference assuming perfect timing synchronization. The strong eigenvector pulses
generated using the proposed FIR filter has the pulse duration less than that gener-
ated using Hermite polynomials of order three or higher discussed in [12] resulting in
higher data rates which supports medical imaging applications. Figure 5 shows BER
performance of the shaped UWB pulse which shows reduced BER and hence better
performance can be achieved in multiuser environment with additive white Gaus-
sian noise (AWGN). The synthesized pulse has BER value less than 10–5 which is
better than averaged BER performance using different Gaussian templates discussed
in [34]. It ensures lesser distortion and more signal energy collection of transmitted
pulse while propagating through body tissue. A low BER of the synthesized pulse
makes it perfect for location tracking applications like tumor detection.

5 Conclusion

A bandpass FIR filter is designed to shape widely used seventh derivative Gaussian
pulse to be used for medical imaging applications. The synthesized pulse shaped
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using the proposed band pass filter has superior features, i.e., low BER and negli-
gible ringing effect for better antenna resolution, low SLL for interference avoid-
ance, the low impulse time period for high data transmission rate, and good SUE
and orthogonality. These features help to achieve a tightly focused image with less
clutter, high precision for location accuracy of time of arrival (ToA) measurement
that makes it a perfect choice for medical imaging applications like development
of UWB-based cancer detection systems with good detection and localization prop-
erties. The shaped UWB pulse spectra fit the desired FCC frequency mask. Any
required center frequency and bandwidth can be accommodated by the design. To
boost data rate, the impulse time period Tp is reduced, but the dominating sidelobe
level is increased, resulting in adjacent channel interference. Tp is chosen to obtain
the desired frequency specification of higher spectral utilization efficiency and lower
sidelobe while minimizing the duration of the UWB pulse width. Employing this
technique any desired response like single band and multiband frequency response
can be achieved for interference avoidance for the given center frequencies easily.
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Quantitative Analysis of Transfer
Learning in Plant Disease Classification

Pawan Dubey, Vineeta Kumari, Ajay K. Sharma, and Gyanendra Sheoran

Abstract The non-invasive schemes offer an opportunity for farmers in early plant
disease symptom detection and remedial step identification. Recently, deep learning
(DL) techniques provide a non-invasive way for early plant disease classification
because of ease in high computational hardware availability and estimated disease
detection. Therefore, many of the research works have investigated transfer learning
of various popular DL models for plant disease detection. Though several studies
in the literature considered leaf images of multiple plant species for model training,
model may display improper classification performance because of such training
process. The proposed work intends to provide quantitative study of performance
analysis of popular DLmodels which takes images database of plant species, such as
tomato, grapes, corn, and potato, into its consideration. The proposed work evaluates
the transfer learning performance of following DL models, i.e., AlexNet, Inception
V3, ResNet-50, VGG 16, and MobileNet, on image databases available in open-
source Plant Village database. This evaluation reveals that Inception v3 model is a
primary efficient algorithm which managed accurate classification for the most of
diseases of considered plant species except grapes plant, for whichMobileNet model
displays outperforming results.

Keywords Plant disease classification · Transfer learning · Deep learning

1 Introduction

Many of the countries across the world are dependent on agricultural produce for
economy and food. Plants are the vital entity for producing food, medicine, and other
needs of the living species.As like humans, these plants are also sufferedwith diseases
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that may cause death to these plants and result in substantial economic, social, and
environmental losses for any country. Thus, plants should be properly monitored
for early disease symptom identification. Such monitoring had been performed in
ancient times as well. But, it was performed through tedious and time-taking process
like manual crop inspection by persons having some training and expertise about
plant disorders. However, most of the time, it was very hard to find such trained
experts in small, poor, and isolated areas. Also, human inspection may be biased and
optical illusions may result an error while inspection [22]. Since the characteristics
of plant diseases are observed in terms of deformation in plant elements, such as root,
leaf, blossom, flowers, and stems [8], the visual inspection through computer vision-
based techniques, i.e., non-invasive, could, provide a better solution and eradicate
unsuitability and unreliability of human inspection in early disease detection.

The computer-based visual inspection of plant diseases can be subdivided into
two subcategories: the conventional and the machine learning- or deep learning-
based approaches. The traditional approaches used to obtain disease attributes (fea-
tures) from the plant leaf image using specific image processing algorithms such as
color, shape, and texture or the combination of both [2, 4, 6, 14]. These attributes
were either employed for direct classification or subjected with classifiers. How-
ever, these approaches were required appropriate imaging system in terms of light
source and image capturing angle which may increase the system cost. Additionally,
these approaches demonstrate low performance with tedious and difficult real-time
feature collection at the cost of plant life. Moreover, these are often suffered with
the impact of scene changes on recognition performance [13]. On contrary, DL-
based approaches uses convolution neural network (CNN) which have self-learning
capability and have proved their utility in various fields of computer vision (CV),
e.g., traffic detection, medical image recognition, scenario text detection, expression
recognition and face recognition, etc. [18]. Since the employability of CNN-based
methods is not only limited to above-said domains, they are also being employed
for precision agriculture and related industries. In view of re-utilization of deep
learning (DL) models from one field of research to another field of research, many
of the researchers have exploited transfer learning for agriculture and plant health
monitoring and classification.

The disease recognition in plant leaves is important topic of research [5] in recent
time and deep learning exploits models composed of various layers. These layers
process the signal and extract vital characteristics of leaf image data for model learn-
ing [16]. The involved CNN layers in DL model extract vital information for image
classification which helps in diagnosing the plant diseases for precision farming.
Mohanty et al. employed end-to-end deep transfer learning of CNNmodels on a very
large database and shown the proficiency of various approaches over hand-crafted
feature-based representations [21]. However, considered images were captured in
constrained environment. Therefore, drop in performance was observed while train-
ing and test image sets were of different capturing environments.

Sladojevic et al. [25] designed and applied a new CNN model on new diseased
plant image database which had more than 3000 original images taken from inter-
net sources. The database was further extended to more than 30,000 through data
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augmentation to attain a high accuracy. Amara et al. employed DL approaches for
disease detection in banana leaf [3]. LeNet was the model that employed on dataset
derived from the Plant Village database [17]. However, the method was not appro-
priate for the real-time scene capturing conditions. Authors revealed that the real
scene capturing disease localization is an important step in the plant monitoring sys-
tem. Ferentinos applied deep learning models, such as AlexNet, AlexNet, OWTBn,
GoogLeNet, OverFeat, and VGG, on laboratory and real time field, captured plant
leave database [9]. The authors investigated performance of the CNN approaches
on un-segmented images. Liu et al. applied traditional machine learning as well
as CNN approaches on synthetic apple images generated from 1153 samples [19].
The study aimed to simulate real-time conditions and devise new computationally
efficient CNN approaches. Moreover, authors pointed out the need of single shot
detector algorithms and database expansion.

Among several exhaustive surveys based on CNN for plant health monitoring
[1, 5, 20, 23], most of the schemes were trained on database which was formed
by considering the images of various plant species. Since each plant species may
be suffered with different kinds of diseases and sometimes it is observed that some
of the plants may have multiple number of diseases as compared to other plants,
this may limit one to prefer appropriate model for a particular plant disease. There-
fore, the proposed work intends to provide quantitative analysis of the powerful DL
approaches to opt a better transfer learning model for particular plant disease identi-
fication. Therefore, to provide optimum model selection for specific plant diseases,
the performance of the five popular DL methods, i.e., AlexNet [15], Inception v3
[26], Visual Geometry Group (VGG) [24], ResNet [10], and MobileNet [11], has
analyzed quantitatively. The remainder of the paper is organized in the following
manner: Section 2 presents the employed materials and methods in study; Section
3 provides obtained results and discussion; and finally, Section 4 will conclude the
study along with future directions.

2 Materials and Methods

2.1 Database

This work utilizes the Plant Village dataset [12] for quantitative analysis of transfer
learning of the considered models. The database contains 54,309 plant leaf images
where plant images from well-known 14 plant species were captured. Also, in this
dataset, plant leaves were suffered with 17 fungal, 4 bacterial, 2 mold (oomycete), 2
viral and 1 mite diseases. The healthy images which have no visible defects from 12
crops were also present. For transfer learning of our considered models, 2058, 4066,
12,994, and 3852 number of image samples of healthy and sick leaves from potato,
grapes, tomato, and maize are employed, respectively.
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Fig. 1 General steps for deep learning classification

2.2 Methods

Recently, due to significant performance of DL methods, these methods are being
used in various fields of research such as recognizing the speech, visual objects,
and detecting the objects. Though earlier the investigations of DL approaches were
very difficult to implement due to scarcity in data creation, storage, and processing,
the generation of fast computers with large memory mobilized the use of these
approaches for different research areas [18].

Summarized steps of Transfer Learning through deep learning models are shown
in Fig. 1 and discussed briefly below:

• Step 1: Input plant image.
• Step 2: Resize the image samples as per the DL model requirement using interpo-
lation methods.

• Step 3: Train the pre-trained deep (CNN) models with specific number of convo-
lutional layers, fully connected layers, softmax layers, and classification output
layers, respectively.

• Obtain classification performance for plant diseases.

In this work, performance of five different powerful deep neural network architec-
tures has been investigated to resolve the disease classification task in various plant
diseases. These architectures are trainedwith available different plant images in Plant
Village database. The AlexNet is a basic model composed of 25 layers where the
weights are trained with eight different layers, only [15]. The GoogLeNet exploits
network in network approach and employs multiple convolution at a time to find fine
to coarse feature points [26]. The VGG employs homogeneous architecture for better
plant disease representation [24]. The VGG composed of 16/19 layers deep as com-
pared to AlexNet and obtains the depth relation alongwith representational caliber of
the network. The ResNet developed by He et al. trains the model in more deeper way
using residual ensembles [10]. The ResNet performs much better recognition and
localization tasks for images and displays. The MobileNets employs convolutions
which are depth-wise separable to construct a lightweight deep neural networks. It
has claimed that MobileNet is a fast architecture that provides accuracy equivalent
to VGG 16 with less number of computations [11]. The proposed work utilizes the
weights of the each model architecture obtained through training the models using
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the above-mentioned database images. Thereafter, the classification is performed on
test image databases using these training weights.

3 Results and Discussion

3.1 Experimental Setup and Hyper-parameters

In the experimental setup, tomato, grapes, corn, and potato subset databases, contains
12,994, 4066, 3852, and 2058 number of image samples, respectively. Exemplary
image samples of diseased leaves within datasets are shown in Fig. 2. The 70%
image samples of each species database is employed for model training, whereas
remaining 30% of image samples are kept for validation and testing purpose. Thus,
validation and test datasets are derived fromdataset which is not a part of training data
and share half number of images of remaining database. The performance for each
architecture is optimized using Adam optimization algorithm which is an extension
of the stochastic gradient decent method. The learning rate parameter for the Adam
optimizer is tuned to 0.001, whereas β is set to 0.7. Each architecture is run up to 100
epochs for learning rate convergence. The Softmax classifier is used in order to get
final classification output. All the experiments are performed with GPU hardware
supported by “Google Colaboratory” [7].

3.2 Evaluation on Tomato Plant

There are seven type of diseases, i.e., bacterial spot, septoria, spider-mites, target
spot, yellow leaf curl, early blight, leaf mold, samples were collected in Plant Village
tomato database. The consideredmodels are trained with 70% images of total images
present in different classes of disease, and the remaining were kept for validation and
testing. The experimental outcomes in terms of classification accuracy are presented
in Table1. The experimental outcomes reveal that MobileNet [11] is the best per-
forming algorithm for bacterial spot disease classification with accuracy of 100%.
For classifying the Septoria disease, the Inception v3 outperforms all approaches by
showing 100 percent classification accuracy. The disease, spider-mites, is classified
efficiently not only by Inception v3 [26] but also with VGG 16 [24] and MobileNet
[11] with accuracy of 99.17%. Target spot disease is classified best by the Incep-
tion v3[26] with accuracy of 99.06%. However, there is a marginal improvement of
0.47%. The VGG 16 [24] proved to be the best in classifying the yellow curl virus
diseasewith 100% accuracy. Again, Inception v3 [26] outperforms all the approaches
for early blight disease detection displays the accuracy of 99.37%, whereas for the
leaf mold disease identification, VGG 16 [24] proves to be the best approach among
all approaches. If we compare the overall performance of approaches, the Inception
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Fig. 2 Disease affected images for different plants: tomato diseases (first row): a bacterial spot, b
early blight, c late blight, d septorial leaf, e target spot, f yellow curl virus and g leaf mold, grapes
plant diseases (second row): h healthy, i black measles, j black rot, and k leaf blight; corn plant
diseases (third row): l healthy,m cercospora, n common rust and o northern leaf blight; potato plant
diseases (fourth row): p healthy, q late blight, r early blight

v3 [26] can classify most of tomato leaf diseases, except bacterial spot, yellow curl
virus, and leaf mold. The reason for such a good classification is present in model
architecture of Inception v3 [26] where traditional convolutional layers are modified
to a small blocks that possess different size filters to capture more versatile features.

3.3 Evaluation on Grapes Plant

The grape leaves dataset contains healthy leaves and diseased leave both with name
late blight, black rot, and black measles. Table2 displays the experimental outcomes
of considered algorithms with this dataset. It can be observed that all approaches
except AlexNet are able to identify healthy leaf with the accuracy of 100%. The
late blight disease can simultaneously be classified by Inception v3 [26], VGG 16
[24] and MobileNet [11] with accuracy of 100%. Thus, one can choose MobileNet
[11] as best algorithm because of its less computations. For black rot, VGG 16
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Table 1 Comparative disease test accuracies on tomato image dataset

Diseases/
Models

ResNet 50
[10]

Inception v3
[26]

Alexnet [15] VGG 16 [24] MobileNet[11]

Bacterial spot 99.73 99.73 99.47 99.47 100

Septoria 98.56 100 93.18 98.20 99.28

Spider-mites 97.93 99.17 94.62 99.17 99.17

Target spot 93.47 99.06 93.42 98.13 98.59

Yellow leaf
curl

99.06 99.68 96.26 100 99.68

Early blight 91.19 99.37 83.01 96.26 96.85

Leaf mold 97.76 98.50 92.53 99.25 97.76

Table 2 Comparative disease test classification accuracies on grapes database

Diseases/
Models

ResNet 50
[10]

Inception v3
[26]

Alexnet [15] VGG 16 [24] Mobile net
[11]

Healthy 100 100 98.70 100 100

Late blight 99.41 100 96.49 100 100

Black rot 98.79 99.69 97.87 100 100

Black measles 99.52 100 96.17 9.76 99.52

[24] and MobileNet [11] emerged out to be the best algorithms. For black measles
disease detection, the Inception v3 is proved to be the best algorithm among all. For
the overall disease classification performance, MobileNet can be a better option in
grapes’ disease classification. TheMobileNet [11] outperforms all approaches for the
most of grapes plant diseases except black measles. However, by showing 99.52%
classification accuracy, it emerged out to be the next best approach for this disease
as well.

3.4 Evaluation on Corn Plant

In Plant village database, the corn plant images are affected with three diseases, such
as cercospora, northern leaf blight, and common rust. The experimental outcomes
of considered models are demonstrated in Table3. It is apparent from the table that
all the model architectures are able to detect healthy leaves with cent percent accu-
racy. However, the disease cercospora is efficiently classified with MobileNet [11],
for which the obtained accuracy is 90.46%. For this disease, the MobileNet [11]
outperforms the AlexNet, VGG 16, Inception v3 and ResNet-50 models with the
margin of 7.4, 7.3, and 2.4%, respectively. The northern leaf blight is classified well
by Inception v3 [26] with accuracy of 99.41%. The common rust disease is classified
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Table 3 Comparative disease classification accuracies on corn leaves

Diseases/
Models

ResNet 50
[10]

Inception v3
[26]

Alexnet [15] VGG 16 [24] Mobile net
[11]

Healthy 100 100 100 100 100

Cercospora 88.09 88.09 83.69 83.80 90.46

Northern leaf
blight

96.64 99.41 95.97 94.63 96.55

Common rust 100 99.76 100 100 100

Table 4 Comparative disease classification accuracies on potato leaves

Diseases/
Models

ResNet 50
[10]

Inception v3
[26]

Alexnet [15] VGG 16 [24] Mobile net
[11]

Healthy 91.30 100 95.65 100 91.30

Early blight 99.32 100 97.30 98.64 98.64

Late blight 99.32 100 97.30 98.64 100

accurately by all the models, except Inception v3 [26]. Finally, it can be observed that
MobileNet [11] and Inception v3 [26] better classify most of the corn leaf diseases.

3.5 Evaluation on Potato Plant

The Plant Village dataset contains both healthy and diseased images. The diseased
images of the dataset contain early blight and late blight diseases. The experimental
outcomes of different models are presented in Table4. The observations in the table
reveal that Inception v3 [26] dominates all models and able to classify both healthy
and diseased images with 100% accuracy. Apart from this method, VGG 16 [10] and
MobileNet [11] can also be the other options for accurate classification of healthy and
late blight affected leaves, respectively. As far as early blight disease classification is
concerned, ResNet-50 demonstrates better performance after Inception v3 [26] with
the accuracy of 99.62%. Thus, for overall classification of potato plant leaf diseases,
the Inception v3 [26] is an outperforming classification model.

4 Conclusion

This paper presented an investigation for selecting an appropriate deep transfer learn-
ing model among the most simple and powerful DL models for a particular plant
species’ disease classification. Although the considered algorithms demonstrated
near to accurate disease classification performance for all considered databases, it
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was observed that Inception v3 model was found to be the most favorable approach
which could classify various diseases for all considered plants such as tomato, grapes,
corn, and potato, individually. However, still there is a scope of improvements for this
model, so that it can be applicable to classification of various plants simultaneously.
Moreover, it was observed that the MobileNet model could be deployed as an alter-
native model which outperformed all models for grapes diseases and demonstrated
second best performance for remaining databases. In the future, this study can also
be further carried out on database of diseased and healthy plant images captured in
spectral domain.
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Abstract The present paper proposes a new hybrid image compression method via
the incorporation of the methods, namely Singular Values Decomposition (SVD),
DiscreteWaveletTransform (DWT), andAbsoluteMomentBlockTruncationCoding
(AMBTC). In order to maneuver these unified methods, DWT compression gives
high compression, whereas SVD gives a low compression ratio but gives high image
quality. In our new method, the image has firstly compressed with SVD and then
further compressed by DWT and AMBTC. The image compressed by SVD is the
input image for DWT, and it breaks up into its approximate coefficients and detail
coefficients. Further, only approximate image is coded through AMBTC and details
images are discarded because of containing less significant data. The newly proposed
image compression algorithm has been checked on different natural images, and the
results have been compared with other standard methods like BTC, AMBTC, and
DWT-AMBTC. The new technique gets a high compression ratio of 20:1 and bitrates
to reach 0.4 bits per pixel with good image quality. The objective and subjective
results of our method are better than the other compression techniques. The goal of
this idea is to attain high compression, and the high compression ratio is received
comparatively higher than all other methods with comparable PSNR values for all
images.
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1 Introduction

These days, in computer applications, digital images are used broadly. Big storage
capacity and high communication bandwidth are needed for those images which are
uncompressed. The most appropriate answer to surpass these constraints is image
compression [1], which is becoming more important in recent time due to growth of
multimedia figures.

The primary aim of data compression is to minimize the volume of necessary
data by discarding duplicate data to denote a piece of significant information [2].
For image compression, ‘transform coding’ is the most impressive tactics to reduce
redundancy and to provide decorrelated coefficients which are the main objective of
this transformation [3]. Wavelet transform (WT) has a famous multi-resolution anal-
ysis tool due to its time–frequency features for a long time. The DWT is the discrete
version ofWT and is too popular for compression of digital images [4] so that the data
could be compressed and decompressed in an effective way. The properties of DWT
are adopted by several wavelet-based image coding systems to compress the images
[5]. On that point, there are many image compression algorithms available nowadays
like Transform Coding, Vector Quantization, Block Truncation Coding (BTC), Run
Length Coding (RLE), Huffman coding, and Arithmetic Coding, etc. Out of these
compression techniques, the paper focuses on AMBTC as it provides quantized
reconstructed image in very little time. It possesses the advantages of processing
enhanced images when combined with ‘Discrete Wavelet Transform’ (DWT). The
proposed methodology of AMBTCwith DWT explains taking the existing studies of
a few researchers. BTC requires less computational complicacy, and it is an easy and
rapid lossy compression method. For blocks of image components, the fundamental
goal of BTC [6] is to execute moment preserving quantization. With the high quality
of the approximate image, this method provides improved compression ratio. Near
the edges, it shows only some artifacts or raggedness. BTC has obtained a wide
interest in its further expansion, and it is used in image compression due to its little
complication and easy execution.

The arrangement of this paper is as taken. Section 2 depicts the published work
survey on BTC. The proposed algorithm is discussed in Sect. 3. The proposed
technique’s comparison is presented in Sect. 4. Finally, Sect. 5 describes the main
conclusion.

2 Related Work

Various changes in BTC have been performed throughout the last many years for
enhancing the perfection of the approximate image for the betterment of compression.
AMBTC [7] preserves the higher mean and the lower mean of all the blocks. This
amount is used for the quantized output. AMBTC is superior to BTC which gives
good image quality at the uniform compression ratio. Another feature of AMBTC
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is that it is comparatively faster than BTC. Cheng and Tsai [8] advises an adapted
image compression method using multilevel BTC. One, two, or four levels are done
to appropriately quantize the gray values of each block. This method is better than
BTC and AMBTC in computation time, and the tone of the reconstructed image is
too good with a higher compression ratio.

To compress the images, Cheng and Tsai [9] have given an idea to keep which
depends onto features of themoment preserving edge detection. In an image block, to
calculate the parameters of the edge feature, a simple calculation formula is available,
so it is faster in computation. The approximate images are proficient in conformity
with human visibility. An edge and mean-based method to compress the images are
given by Desai et al. [10], which builds competent quality pictures at too little bit
rates. On both sides of the edges, the technique depicts the image in forms of its
binary edge chart, mean details, and the intensity info. To reach a lower bit rate, Wu
and Tai [11] has given a method based on a moment preserving. It is better than BTC
in compression ratio with good quality. By using a Fuzzy Complement Edge Oper-
ator (YIFCEO) [12], an improved BTC image compression method was invented by
Amarunnishad et al. [13] which gives better image quality of an approximate image
than BTC. By using the BTC, this technique is depended on the substitution of bit
blocks with the fuzzy logical byte block (LBB) so that the sample mean and standard
deviation in every image block are sustained. Venkateswaran et al. [14] propose an
algorithm which uses AMBTC in the DWT domain and combines the simple numer-
ation and edge-preserving goal of BTC, the high fidelity, and compression ratio of
DWT. It gives a higher compression ratio with good image perfection than BTC and
AMBTC. For reducing spatial redundancy and the correlation among pixels of an
image, Enhanced Block Truncation Coding (EBTC) [15] is a developed compression
technique for grayscale images. Compression efficiency and image quality are also
maintained by this algorithm. Without degradation of bit rate, Futuristic Algorithm
for Gray Scale Image depended on Enhanced Block Truncation Coding (FEBTC)
[16] gives more PSNR value than AMBTC and EBTC. An Improved Block Trun-
cation Coding using k-means Quad Clustering (IBTC-KQ) algorithm is invented by
Mathews et al. [17]. Bi-clustering in BTC on the place of k-means quad clustering
is used by this method.

Identical pixels come under the identic cluster, and it bears on the first-order
moment of every cluster in decoding because of this quad clustering. The MSE is
less because of the minor distinction between the input image and the approximate
image. Thus, it gives a better visual quality of the approximate image than BTC
and other modified BTCs. Rooted onto AMBTC and Clifford Algebra, a method is
given by Sau et al. [18]. Incorporation of Clifford algebra in the AMBTC algorithm
is to enhance the PSNR value of the approximate image. Ghrare and Khobaiz [19]
have given a method which incorporates Walsh Hadamard Transform (WHT) in
the Block Truncation Coding (BTC). With maintaining good visible standard of the
approximate image, it also enhances the compression ratio. Hence, the development
of BTC has reduced the bit rate and also has grown the visible standard of the
approximate image.
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3 Proposed Approach

First, by the procedure of the SVD [20], SVD-based compression technique is lossy.
After discarding some singular values, up to some point, the qualitative loss is not
visible. Incorporation of SVD-based compression with DWT [1, 2, 21, 22] and
AMBTC [6] is benefiting our proposed method. The fact is that the SVD compres-
sion method gives better PSNR values than DWT but DWT gives higher compres-
sion ratios than SVD. The compression ratio of SVD-based compression method is
acquired by calculating the demanded number of bits to represent S, D, and T over
the required number of bits to represent Sx×p, Dp×q , and T y×q . Firstly, using SVD,
the image is compressed. The approximate image is then again compressed by using
DWT and AMBTC.

Using SVD, the image is firstly decomposed and then few singular values are
discarded. After that, the approximate image is computed. The approximate image is
then applied as the input image for theDWTpart of our advised technique.At theSVD
part of our advised technique, gets the higher compression ratio, if a large number of
singular values have discarded. By the multiplication of the SVD-based compression
with that of DWT and AMBTC, the overall compression ratio is calculated.

Using a Haar wavelet, into its approximation, horizontal, vertical, and diagonal
detail coefficients, the original image is decomposed. The approximation coeffi-
cients are taken for the next processing, and all detail coefficients are ignored. With
AMBTC, the approximate coefficients are coded. Into a 4 × 4 bit plane and two
quantization levels, the answer gets which is known as a low mean and a high mean.
The compression process is known as encoding, and just reverse of encoding steps
is called decoding, we get the approximate image here. With the quantization levels,
into an image block, the 4 × 4 bit plane is reconstructed. The image rebuilds, after
quantization, through the Inverse DWT of the quantized block. With the following
block diagram in Fig. 3, all algorithm steps have been demonstrated. The beauty of
this method is to combine SVD, DWT, and the AMBTC together to get its benefit.
Incorporation of DWT and AMBTC gives high compression ratio with fine image
quality.

The structural outline of the proposed method for image compression is
demonstrated in Fig. 1.

4 Proposed Algorithm

Our propose method has the following steps:
Step 1: Input a grayscale image C(x, y) of size x × y pixels. Apply SVD

decomposition to the C(x, y) to get three matrices S, D, and T ∀

Cx×y = Sx×x × Dx×y × (
Ty×y

)r
(1)
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Fig. 1 Schema chart of the novel technique for image compression

Step 2: Considering only the low-rank approximation (Eliminating Singular
Values

(σi )) for compression and now the approximate image is

Cx×y = Sx×p × Dp×q × (
T y×q

)T
(2)

Step 3: Set number of decomposition level 1.
Step 4: Apply discrete wavelet transforms (DWT) using Haar wavelet to get

four output matrices (LL, LH, HL, and HH; among these matrices, LL is known as
approximate image and other three are known as detail images). Detail images have
three parts, which are vertical details, horizontal details, and diagonal details, take
the LL (approximate coefficient) as our image, and set the other detail images to
zero.

Step 5: The approximate image (output of Step 4) of size m × n is split into
non-overlapping blocks (B) of the size m × m (Suppose = 4) and one by one each
block is computed. Let fo(xi ), xi ∈ B is the original intensity of the pixel where B
represents the set of coordinates of the pixel of the image plane in that block. Also
let
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(m)2 = k. (3)

Step 6: Rooted on pixel intensities, the block B is divided into two sets of pixels
B0 and B1 as

B = B0 ∪ B1, andB0 ∪ B1 = φ (4)

Here,

B0 = {
t ′1, t

′
2, t

′
3, . . . , t

′
k

}
, andB1 = {

t ′′1 , t ′′2 , t ′′3 , ..., t ′′k−kr
}

(5)

This partitioning is presented by allocating one of two levels; say 0 and 1 to the
pixel. Therefore, the partitioning might be presented as the bit pattern of 0’s and 1’s
based on the below concept:

B0 = {
0 : f0

(
zi ≺ M

)}
(6)

B1 = {
1 : f0

(
zi ≥ M

)}
(7)

where M is the mean intensity of ‘t’ pixels, i.e.,

M = 1

t

t∑

i=1

Mi (8)

Step 7: From the B0 and B1 are the blocks matrix (C) can be computed, mentioned
as below for each pixel of that block.

C =
{
0,z≺xtd
1,z�xtd

}
(9)

Here, ‘td’ is considered as M and it can be defined through the Eq. (3).
Step 8: The block matrix (C), mean (M), and γ have to be sent for every block

to the receiver for reconstructing the image. Here, γ = tα
2 and α is the sample first

absolute central moment.
Step 9: The value 0 of the C matrix will be replaced by the value ‘x’ and the value

1 of the C matrix will be replaced by the value ‘y’, for reconstructing the image. The
values ‘x’ and ‘y’ satisfy the following relation.

x = M − γ

t − o
andy = M − γ

o
(10)
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where

γ = tα

2
andα = 1

t

t∑

i=1

∣∣Mi − M
∣∣; (11)

‘o’ is the counting of ‘1’s in the bit plane (C).
Step 10: Apply Inverse DWT (IDWT with details = 0) to the output of Reverse

AMBTC (Step 9) to get approximate image.

5 Results and Discussions

Wehave likened the demonstration of the proposed algorithmswith theStandardBTC
[5], AMBTC [6], and DWT-AMBTC [13]. A standard Lena (lena.bmp) (512 × 512,
8 bits per pixel) image is adopted for the assessment of outcomes. BTC, AMBTC,
DWT-AMBTC, and proposed technique are implemented inMATLABcode to verify
the outcomes. The entire functioning of discrete techniques has evaluated using the
Peak signal to noise ratio (PSNR), bit rate (BPP), and Compression ratio (CR). The
performance of several techniques in the standard Lena image is given in Table
1. From Table 1, it is authentic that our proposed method outperforms standard
BTC, AMBTC, and DWT-AMBTC with respect to CR and PSNR. The value of the
compression ratio is high, and our proposed method is compressing the image more
than other existing methods. This is the target of the newly proposed method. The
resulting images for AMBTC, DWT-AMBTC, and Proposed technique are presented
in Fig. 2. From shown Fig. 2, it is clear that the quality of the compressed image of
the proposed technique is comparable to other compressed images, compressed by
the existing method.

The demonstration of the proposed method SVD-DWT-AMBTC has been
assessed for a set of test images of size 512 × 512 with a resolution of the 8-bit per
pixel, viz., ‘Barbara’, ‘Boat’, ‘Goldhill’, ‘Lena’, and ‘Peppers’. SVD-DWT-AMBTC
is compared with conventional BTC, AMBTC, and DWT-AMBTC. Table 2 depicts
the comparative demonstration results of BTC, AMBTC, DWT-AMBTC, and SVD-
DWT-AMBTC. The performance is evaluated based on five parameters CR, RMSE,

Table 1 Comparing several techniques for different Parameter on the Famous Lena 512 × 512
image

Algorithm PSNR (dB) Bit rate (BPP) Compression ratio (CR)

BTC 21.45 2.0 4:1

AMBTC 35.37 2.0 4:1

DWT-AMBTC 27.66 0.5 16:1

SVD-DWT-AMBTC 29.35 0.4 20:1

Bold values indicate the best performances obtained in forms of PSNR (dB), BPP, and CR
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(a) (b)

(c) (d)

Fig. 2 a InputLena ImagebAMBTCapproximate image2bits/pixel cDWT-AMBTCapproximate
image 0.5 bits/pixel d SVD-DWT-AMBTC approximate image 0.4 bits/pixel

Table 2 Lossy performance comparison of SVD-DWT-AMBTC (Proposed), DWT-AMBTC,
AMBTC, and BTC image codecs for several Grayscale test images

Image Method CR RMSE PSNR SSIM SC

Barbara BTC 4 27.17 19.45 0.6894 1.0020

AMBTC 4 08.19 29.87 0.9747 1.0040

DWT-AMBTC 16 27.45 19.36 0.7875 1.3406

Proposed 20 27.45 19.36 0.7875 1.3406

Boats BTC 4 28.49 19.04 0.6640 0.9965

AMBTC 4 07.05 31.16 0.9834 1.0021

DWT-AMBTC 16 29.80 18.65 0.7006 1.4223

Proposed 20 29.79 18.65 0.7006 1.4223

Goldhill BTC 4 31.84 18.07 0.6252 0.9969

AMBTC 4 05.80 32.86 0.9825 1.0017

DWT-AMBTC 16 31.88 18.06 0.8094 1.4048

Proposed 20 31.88 18.06 0.8095 1.4047

Lena BTC 4 21.57 21.45 0.7088 1.0009

AMBTC 4 04.35 35.37 0.9905 1.0018

DWT-AMBTC 16 10.35 27.66 0.9265 1.0036

Proposed 20 08.76 29.28 0.9357 1.0471

Peppers BTC 4 27.30 19.41 0.6651 1.0044

AMBTC 4 05.58 33.20 0.9888 1.0017

DWT-AMBTC 16 27.51 19.34 0.8156 1.4371

Proposed 20 27.51 19.34 0.8156 1.4371

Bold values indicate the best performances got in terms of CR, RMSE, PSNR (dB), SSIM, and SC
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PSNR, SSIM, and SC [23–25]. The standard of the output images is computed using
the parameter PSNR. Test images are shown in Figs. 3a, 4, 5, 6, and 7a, and the
reconstructed images using 4 × 4 block by the BTC, AMBTC, DWT-AMBTC, and
SVD-DWT-AMBTC (Proposed algorithms) are shown in Fig. 3b–7b, 3c–7c, 3d–7d,
and 3e–7e, respectively. The outcomes are reported in Figs. 3–7, which exhibits that
the proposed method outperforms significantly over the existing method. From the
graph, it is clear that the compression ratio of our suggested method is better than all

Fig. 3 Barbara a input image; Outcome of bBTC cAMBTC dDWT-AMBTC e Proposed method

Fig. 4 Boat a input image; outcome of b BTC c AMBTC d DWT-AMBTC e Proposed method
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Fig. 5 Goldhill a input image; outcome of bBTC cAMBTC; dDWT-AMBTC e Proposedmethod

Fig. 6 Lena a input image;
outcome of b BTC c
AMBTC; d DWT-AMBTC e
proposed method
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Fig. 7 Peppers a input image; outcome of b BTC c AMBTC d DWT-AMBTC e proposed method

existing methods and PSNR values are also comparable to other methods. Our work
aims are to increase the compression ratio with the same reconstructed property of
images, which is shown in the graph (Fig. 8).
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Fig. 8 Comparison of PSNR values (dB) versus CR values of the Boat, Lena, Peppers, Barbara,
and Goldhill. Images of size 512 × 512 for several Grayscale test images
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6 Conclusion and Future Scope

In our article, a novel lossy image compression method was offered by using SVD,
DWT, and AMBTC. The suggested method used SVD to discard the small singular
values and then reconstructed a compressed image. 1-level dyadic wavelet decom-
position of the images was performed using the Haar wavelet filters. Here, we got
approximate (LL) and detail coefficients (LH, HL, HH). In our aim to attain high
compression, high-frequency components (detail coefficients) are discarded. The
only approximate image has been compressed again by usingAMBTC.The compres-
sion ratio has been obtained by multiplication of the SVD-based compression ratio
with the AMBTC-based compression ratio, also to a DWT (The approximation sub-
band that comprises one-fourth of the total image size is considered for compression.).
The outcomes of our newly developed method have also been differentiated with
different newest image compression methods. The objective and subjective results
are showing the favorable position of our newly developed compression method over
state-of-the-art methods. Better results at a compression ratio of 20:1 and a bit rate
of 0.4 bits per pixels are shown. This performance evinces that our newly developed
method is performing more in effect than standard Block Truncation Coding (BTC),
AMBTC, and DWT-AMBTC. The primary outcome of this research was to enhance
the compression and image quality of the images. We have taken the singular values
(σ ) 200 for reconstructing the image. For the Lena Image, we have got PSNR values
29.35 by our proposed method at the bit rate 0.4. For the BTC, AMBTC, and DWT-
AMBTC, the PSNR values are 21.45, 35.37, and 27.66. For AMBTC, the PSNR
value is 35.37, and the compression ratio is 4. For our proposed method, the PSNR
value is 29.35, and the compression ratio is 20, which is far better than AMBTC at
the comparable PSNR values.

The limitation of the work is that after discarding more singular values during the
SVD process for reconstructing the image, it is difficult to get good reconstructed
image quality.

The future scope is that some modification will be made in SVD so that
mathematically, more compression can be achieved.
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Cross-Project Defect Prediction by Using
Optimized Light Gradient Boosting
Machine Algorithm

Shailza Kanwar, Lalit Kumar Awasthi, and Vivek Shrivastava

Abstract Cross-project defect prediction (CPDP) is a process that trains the pre-
diction model on the source project and predicts the defect of the target project.
We present an amended LightGBM algorithm as a defect prediction model for the
CPDP process. The hyperparameters of the LightGBM algorithm are optimized by
using the Bayesian optimization process to maximize the area under the curve. The
proposed model uses the values of optimized hyperparameters to train the data and
then classify the faulty and non-faulty instances on test data. To deal with class
imbalance issue, the borderline-SMOTE technique is used. Since the dataset used is
class imbalanced, so accuracy and sensitivity can mislead the performance results.
Therefore for performance evaluation, the false-positive ratio and false-negative ratio
should be minimized. The proposed model is further compared with XGBoost and
random forest algorithm, which are also optimized in the same way. The proposed
model achieves an accuracy of 99.12%.The efficacy of the proposed model is further
verified with ROC curves.

Keywords Cross-project defect prediction · LightGBM · Hyperparameter
optimization · Bayesian optimization · Class imbalance

1 Introduction

Software is all around us, whether to deal with our financial tasks or to connect
with a friend or nowadays due to pandemic, software systems play a significant
role in academics. Software systems are becoming more sophisticated to deliver

S. Kanwar (B) · V. Shrivastava
National Institute of Technology Delhi, Delhi, New Delhi 110040, India
e-mail: shailza@nitdelhi.ac.in

V. Shrivastava
e-mail: shvivek@nitdelhi.ac.in

L. K. Awasthi
National Institute of Technology Hamirpur, Hamirpur, Himachal Pradesh 177005, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
H. Sharma et al. (eds.), Communication and Intelligent Systems, Lecture Notes
in Networks and Systems 461, https://doi.org/10.1007/978-981-19-2130-8_73

933

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2130-8_73&domain=pdf
mailto:shailza@nitdelhi.ac.in
mailto:shvivek@nitdelhi.ac.in
https://doi.org/10.1007/978-981-19-2130-8_73


934 S. Kanwar et al.

maximum benefits, and it raises the number of faults that negatively influence the
applications’ reliability and resilience [1]. A divergence from software specifications
or requirements is generally referred to as a software defect [2]. Such flawsmay cause
failures or yield unexpected outcomes.Many software quality assurance activities are
used to reduce failures and increase software quality. The software defect prediction
(SDP) technique is one of the above-mentioned quality assurance techniques that
predicts the fault at early stages and reduces the testing time.

SDP is a mechanism to train the defect prediction (DP) model on a historical
dataset and then employ the same to predict the probability of fault occurrence in
the target projects. SDP further has two categories: within project defect prediction
(WPDP) and CPDP.Within project defect prediction (WPDP) takes source data from
last releases of itself for training of the prediction model. For a new target project,
historical data is either absent or very minimal. So, in this case, source data is taken
from different domain projects for training of the prediction model, and the process
is termed CPDP.

The simplest method to train the model is to directly use labeled modules from
the different projects (the source projects). But software defect datasets generally
have the biased distribution. This biased distribution is called the class imbalance
problem, in which one class has very few instances (minority class), while the other
class has a very high number of instances (majority class). Therefore, constructing
a successful CPDP model is a challenging task.

To solve the class imbalance issue, the borderline-SMOTE technique is used to
resample the data and to predict the faults amended light gradient boosting machine
(LGBM) algorithm is used. The amended LGBM method combines the Bayesian
hyperparameter optimization and traditional LGBM algorithm to predict faults in the
CPDP method. The correlation-based feature selection technique is used to select
features in the dataset from the PROMISE repository.

The remainder of article is arranged in the following manner. The background
and related studies of SDP are presented in Sect. 2. The structure of the proposed
approach amended LightGBM and implementation details are introduced in Sect. 3.
Section4 presents experimental setup and results, and Sect. 5 brings the study to
conclude.

2 Literature Review and Background

It first introduces the literature review on SDP and then background of LightGBM
and Bayesian optimization.
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2.1 Software Defect Prediction

SDP is a process for predicting software modules that are prone to failure. The use
of SDP can reduce the number of demanded testing resources. Many techniques
have been proposed to identify more effective SDP models [3–7]. The majority of
techniques concentrated on WPDP models, which are only effective in cases when
there is enough historical data. Recently, there has been increased interest in the topic
of whether CPDP is appropriate to a project when there is a scarcity of historical
data. Zimmerman et al. [8] are the first to conduct CPDP on a large scale and have
shown that CPDP is crucial for projects which have scarce data to develop prediction
model. Only 3.4% of the 622 CPDPs they attempted were effective. The qualities of
the data and the method are critical to the CPDP’s effectiveness.

He et al. [9] performed CPDP only on open-source projects and discovered that
just 0.3–4.7% of the instances might reach good results, depend on the classifica-
tion algorithm used. These researches have indicated that the CPDP problem was
challenging.

To date, researchers have proposedmanyCPDP approaches, and literature surveys
and meta-analysis [10] provide a more thorough study of these CPDP approaches.
Some approaches concentrate on the selection of appropriate source projects. For
example, Herbold [11] uses the concept of Euclidean distance between projects
to choose the appropriate training data. Sun et al. [12] presented a collaborative
filtering-based approach to choose the source project in CPDP. Some approaches
focus on instance weight setting. Such as Ma et al. [13] proposed a transfer learning-
based Naive Bayes algorithm (TNB). This approach shifted CP characteristics to
the weights of training data, which were then used to develop a prediction model.
Some approaches focus on feature selection and mapping. Such as Nam et al. [14]
used TCA, a standard transfer learning approach, to decrease the disparity in feature
distributions across different projects. FeSCH is a cluster-based approach suggested
by Ni et al. [15]. Other machine learning approaches are considered in the remain-
ing research. Panichella et al. [16], for example, presented CODEP a combination
approach based on ensemble learning.

Qiao et al. [17] proposed deep learning techniques to predict defect counts in
software projects. Their method involves utilizing publicly accessible datasets to
build a deep learning model to predict defect counts. The suggested approach out-
performed support vector regression (SVR), fuzzy support vector regression (FSVR)
and decision tree regression in tests (DTR). The proposed method reduces the mean
square error and squared correlation coefficient significantly. The drawback of their
study is the absence of performance comparisons of the suggested approach with
other algorithms that use more performance indicators to confirm the efficacy of
their system.

Yuan et al. [18] suggested a novel approach ALTRA, which solves the problem of
large data distribution by combining active learning with TrAdaBoost. TrAdaboost
is used to estimate the weights of labeled modules in target and source projects. Ni et
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al. [19] presented EASC, a supervised CPDP approach, and compared the existing
supervised CPDP approaches with unsupervised CPDP approaches.

2.2 Light Gradient Boosting Machine Algorithm

Microsoft launched LightGBM in 2017 as an improvement framework based on the
decision tree algorithm. It is prefixedwith lightwhich implies it is ultra-fast andGBM
is abbreviated for gradient boostingmachine [20]. LightGBMprovides faster training
speed, better accuracy and low memory usage. It is different from other tree-based
algorithms in the way that tree in LightGBM expands vertically, whereas the trees in
other algorithms expand horizontally, meaning LightGBMexpands the tree leaf-wise
while other expands depth-wise. Leaf-wise algorithms promote better minimization
of losses as compared to depth-wise algorithms because the leaf with greatest delta
loss is chosen to expand, and when the same leaf is grown, leaf-wise algorithms
can minimize losses more than depth-wise. LightGBM uses the histogram-based
decision tree approach. Its leaf growth technique, which limits depth and optimizes
multithreads, helps to reduce memory usage. This allows for enormous volumes of
data to be handled with higher efficiency, lower false alarms and lowered detection
rates. The important parameters with default values are given in Table 1.

2.3 Bayesian Hyperparameter Optimization

Hyperparameter optimization is a technique for identifying which hyperparameters
produce the best performance for a particular machine learning algorithm when
evaluated on a validation set.

LightGBM has several hyperparameters, and it may be challenging to adjust these
because hyperparameter selection has a major impact on the model’s performance.
As a result, it is critical to fine-tune these hyperparameters. The number of leaves,
learning rate and other important factors that determine the LightGBMmodel’s per-
formance must be manually changed rather than obtained from training. There are
many hyperparameter optimization techniques present such as grids search, random
search and artificial neural network training. Grid search offers parallel processing,
but it consumes a lot of memory . Random search seeks to obtain the best approxima-
tion of the function using random sampling over the search area, and due to this, there
may be a chance that it may skip a global optima and cannot ensure an optimum solu-
tion. Bayesian optimization is an effective approach for hyperparameter optimization
in which objective functions are difficult to evaluate globally. This section introduces
the Bayesian hyperparameter optimization (BHO) technique, which was utilized to
optimize the hyperparameters of LightGBM model. Most of the optimization prob-
lems are black-box optimization problems having a black-box function, and there is
no analytical expression for such function or its derivatives. This is when Bayesian
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Table 1 Important parameters of LightGBM algorithm

Parameter Default Value Description

Task Train Sets the activity that we want
to do, either train or test

Application Regression Specify the task that we want
to do regression or binary
classification or multi-class
classification

Data Training data file Specify the name/path of
training data file

Num_iterations 100 Total boosting iterations count
to be performed

Num_leaves 31 Specify the leaves count that a
tree can have

Device CPU Specify the device to train
model

Select GPU for faster training

Max_depth 6 Indicate how far the tree grows
to the maximum depth. This
parameter deals with
overfitting problem

Min_data_in_leaf 20 Specify the minimum count of
data that one leaf can have

Feature_fraction 1 Indicates the fraction of
features to be used for every
iteration

Bagging_fraction 1 Indicates the proportion of
data taken for each iteration
and is used to accelerate the
training process and prevent
overfitting problems

Min_split_gain 1 Min gain to perform splitting

Min_child_weight 1 Minimum weight required for
an instance of a child leaf

Lambda_l1 0 Used to combat overfitting

Lambda_l2 0 Used to combat overfitting

Num_class 1 Used only for multi-class
classification
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optimization approaches come in handy the most. The surrogate model is the model
that is used byBayesian optimization to approximate the objective function. Bayesian
optimization uses Gaussian processes (GPs) as a surrogate model [21]. A Gaussian
process is used to model the unknown objective function space.

3 Methodology

This section discusses the proposed methodology for analyzing the class imbalance
problems for software defect prediction. Several real-time applications have recently
revolutionized today’sworld by synchronizingwith technology advancements.When
dealing with large amounts of data and data that is unbalanced, data classification
becomes a challenging undertaking. One of the most fundamental difficulties in data
mining is class imbalance. Class imbalance issues are data samples that belong to
more classes than other classes. According to the survey, data mining algorithms pri-
oritize the major classes above minorities. Though minority classes are uncommon,
they do exist.

3.1 Software Defect Prediction Framework

This research incorporates a fault prediction framework modeled using an amended
LightGBM algorithm. This research is aimed to solve the class imbalance issue and
maximize the accuracy of the prediction model. The modeling process is divided
into six stages.
Stage I: data collection: In this stage the data collected from the relevant dataset
which contains 94,148 instances is prepared for training, and classification labels are
assigned to the training and testing datasets. The collected attributes are recognized
and then imported into MS Excel files.
Stage II: data preparation: Before each model development, a preprocessing step is
performed to improve the model’s prediction capabilities by removing the redundan-
cies.
Stage III: feature selection: a procedure for identifying the most important charac-
teristics that influence the fault value of software projects.
Stage IV: resampling of the dataset: borderline-SMOTE technique is used to resam-
ple the data.
Stage V: machine learning modeling by utilizing the optimized LightGBM.
Stage VI: finally, the prediction results are evaluated and compared with XGBoost
and random forest algorithms. The steps involved in the defect prediction process
are discussed in below sections.

Data collection: The Jureczko datasets, which Jureczko and Madeyski produced
and released in 2010, have become the extensively used datasets in current CPDP
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research [22, 23]. The datasets are available in the public PROMISE repository,
containing seventy-oneversions of thirty-eight different projects, including six closed
software projects and thirty-two open-candidate projects. Each instance in the dataset
represents a version’s class and comprises features spanning 24 features and a class
label for defect proneness in that version’s class. There may be multiple versions of
a project in use in some projects. In this study, we have selected only one version
(latest version) of each project which contains more than 100 instances.

Data preparation: Data preparation stage consists of handling missing data, noise
removal, normalization and conversion of data. The dataset contains both numerical
and categorical values. For smooth functioning of the modeling process, the cate-
gorical values of the ‘class’ attribute are converted into numerical values by label
encoding. Label encoding assigns the values from 0 to k − 1, where ‘k’ is the number
of classes.

Feature selection: The dataset contains many features; few of them may be irrel-
evant, which lowers the accuracy and increases the complexity of the model. The
feature selection technique selects the most influential features which improve the
accuracy of the model. LightGBM and XGBoost come up with inbuilt feature selec-
tion techniques. Feature selection is a part of feature engineering, and it is one of the
complex parts of data science that has no universal solution.AlthoughLightGBMand
XGBoost have inbuilt feature selection capabilities, it is still necessary to select an
adequate and reduced feature subset, which further enhances the prediction model’s
performance. In this research work, correlation coefficient-based feature selection
technique is used.

Resampling using borderline synthetic minority oversampling technique: Dur-
ing processing, the imbalanced dataset is balanced using resampling techniques. The
data is segregated into two types, namely faulty data and non-faulty data, and is
assigned data labels. The data is split into training and testing sets (Training = Ant
project Instances, Testing = Camel Project Instances). In this research, a border-
line synthetic minority oversampling technique (BLSMOTE) algorithm (a variant of
SMOTE) is used to balance the imbalanced data. If outliers observations of minor-
ity class fall in the majority class, it creates a line bridge with the majority class
and raises an issue for SMOTE. BLSMOTE addresses this problem. During training,
borderline-SMOTE algorithms try to understand the boundaries of every class where
those borderline and close instances are less frequent than those far away from the
boundary. All instances are categorized into three groups: noise, danger and safe.
Noise instances are erroneous and reside in the regions covered by majority class
instances. Danger instances reside in the zone around class boundaries and coincide
with the instances of the majority class. Safe cases are comparatively simpler to spot
and are the principal minority class representatives [24]. BLSMOTE begins with the
classification of observations of minority classes, and then synthetic instances are
generated along the lines between the danger instances and their closest neighbors.
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Fig. 1 Process flow diagram for the proposed model

3.2 LightGBM Algorithm with Bayesian Hyperparameter
Optimization

Figure1 depicts the proposed system. Firstly, data is preprocessed, and then Light-
GBM classifier is trained with the training data obtained after train–test split. To tune
the hyperparameters, Bayesian optimization is employed. All of the hyperparame-
ters do not need to be optimized. In this study, we tune six hyperparameters: ‘bag-
ging_fraction’, ‘lambda_l1’, ‘lambda_l2’, ‘feature_fraction’, ‘max_depth’, ‘min_
split_gain’, ‘min_child_weight’, and ‘num_leaves’. While we chose these eight
hyperparameters for Bayesian optimization, we left several other critical hyper-
parameters at their default values. The optimization task focuses on the objective
function that maximizes the AUC score with chosen hyperparameters. The mean of
fivefold stratified cross-validation of training data is taken for the AUC score. BHO
tries to maximize the mean AUC score after each iteration. It chooses the hyperpa-
rameters value corresponding to the best mean AUC score for predicting holdout test
data when the specified number of iterations is completed. On holdout test data, we
employ a variety of assessment criteria to evaluate the performance of the amended
LightGBM algorithm.
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Table 2 Confusion matrix for classification

Actuals Predicted

Positive Negative

Positive True positive False negative

Negative False positive True negative

3.3 Evaluation Metrics

The performance of the proposedmodel is evaluated by using evaluationmetrics such
as area under curve (AUC), sensitivity, accuracy and F1-score. Since the dataset is
imbalanced, these metrics alone cannot properly evaluate the classification model.
For class imbalance issue, accuracy sometimes misleads the classification results. In
the case of class imbalance dataset, the classifier should minimize FPR and FNR.
The ideal value for AUC is 1.0, which implies that the classifier perfectly classifies
the faulty and non-faulty data. All these evaluation metrics are evaluated by the
confusion matrix (CM) technique. It provides the summary of the prediction results
of classifier algorithm. The CM shows how the classifier got confused while making
predictions. Table2 shows the form of the confusion matrix we have used to evaluate
the performance. Receiver operating characteristic curve (ROC curve) evaluation
metric is also used for evaluation. It plots the TPR versus FPR at different threshold
values.

4 Experimental Results and Discussion

In the experiment, we employ a LightGBM classifier with Bayesian optimization to
forecast problematic instances, andwe assess performance using several performance
measures. Thenwe compare the proposedmodel with othermachine learningmodels
(XGBoost and random forest). Open-source Python programming programs were
used to simulate the work on Google Colab, which utilizes Tesla K80 GPU runs on
Intel (R) Xeon (R) CPU having frequency 2.3GHz and 13 GB of RAM.

This study utilizes the LightGBM algorithm for classification. The hyperparam-
eters of the LightGBM method were first tuned using the Bayesian optimization
algorithm, and then performance analysis was performed utilizing those optimized
hyperparameters. The objective function in BHO tries to maximize the area under the
curve (AUC) score using fivefold stratified cross-validation. We achieve an ideal set
of parameters through repetitions of the Bayesian optimization algorithm. Since all
the initial iterations yield highest performance in the proposed method as compared
to other ensemblemodels and no significant improvement is expected, we configured
the model to halt after 30 iterations. Categorical feature values were encoded using
label encoding. The suggested model’s best parameters are found in Iteration 16 in
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Table 3 Hyperparameter optimization simulation results
Iter Target Bagging_

fraction
Feature_
fraction

Lambda_
l1

Lambda_
l2

Max_
depth

Min_child_
weight

Min_split_
gain

Num_
leaves

1 0.928 0.909 0.672 3.014 1.635 6.690 34.070 0.044 42.730

2 0.918 0.992 0.406 3.959 1.587 7.266 46.65 0.008 25.83

3 0.925 0.804 0.766 3.891 2.610 8.905 40.96 0.046 40.39

4 0.935 0.823 0.611 0.716 2.834 7.082 23.66 0.0271 40.26

5 0.931 0.891 0.554 0.093 1.853 7.442 32.76 0.094 38.32

6 0.925 0.871 0.449 3.488 0.180 7.66 35.18 0.021 26.71

7 0.937 0.863 0.391 2.851 1.316 8.944 9.592 0.021 27.39

8 0.930 0.930 0.302 2.332 0.733 5.634 9.967 0.065 26.9

9 0.938 0.839 0.395 4.105 0.291 8.343 9.324 0.097 33.84

10 0.935 0.995 0.583 3.696 0.117 6.128 10.41 0.030 26.49

11 0.945 0.898 0.290 0.593 0.526 8.858 6.781 0.084 43.18

12 0.910 0.929 0.134 1.115 0.134 8.607 5.063 0.080 44.88

13 0.920 0.878 0.592 1.363 0.124 6.269 49.47 0.095 44.83

14 0.945 0.983 0.891 0.044 0.049 8.914 18.71 0.005 43.33

15 0.901 0.978 0.234 4.96 0.344 5.31 49.07 0.067 35.64

16 0.952 0.959 0.870 0.214 0.320 8.813 5.853 0.011 33.79

17 0.913 0.836 0.353 0.178 2.926 5.078 45.2 0.0316 24.1

18 0.929 0.972 0.876 0.278 2.579 5.369 13.85 0.068 44.84

19 0.931 0.989 0.281 0.576 0.034 8.4 20.45 0.019 24.51

20 0.9267 0.878 0.731 4.651 2.986 5.558 24.51 0.021 24.3

21 0.948 0.905 0.576 0.458 2.679 8.421 9.022 0.034 40.1

22 0.885 0.865 0.105 1.095 2.48 5.44 41.55 0.005 44.75

23 0.921 0.825 0.441 0.138 0.116 7.898 49.12 0.098 24.87

24 0.921 0.994 0.809 4.865 2.838 8.922 48.62 0.098 44.64

25 0.907 0.842 0.134 0.148 0.020 7.94 13.34 0.067 35.59

26 0.942 0.833 0.633 0.979 2.625 8.503 5.028 0.082 24.09

27 0.938 0.973 0.718 4.999 2.986 8.684 14.05 0.093 44.53

28 0.889 0.894 0.104 4.356 2.778 8.969 27.69 0.032 43.72

29 0.929 0.987 0.736 0.487 2.876 8.67 37.8 0.035 24.47

30 0.924 0.897 0.695 0.074 0.189 5.185 29.93 0.033 24.14

Table3. Table4 illustrates the performance evaluation of the suggested model. In
Fig. 2a, b, the confusion matrices summarize prediction outcomes on train data and
test data for the proposed model. Another evaluation indicator is the receiver oper-
ating characteristic curve (ROC curve), which further checks the proposed model’s
performance. Obtained test data AUC is 99% for the optimized LightGBM model
on a dataset balanced with borderline-SMOTE.

Table3 shows the simulation results of the LightGBM algorithm, which is hyper-
tuned with Bayesian optimization. In this table, the target column contains the opti-
mized AUC score. Iteration 16 has the highest target value; therefore, corresponding
hyperparameter values form the set with optimized values of hyperparameters.

Table4 shows the performance evaluation of optimized LightGBM for training
and testing data. The proposed method optimizes the mean AUC score. The accu-
racy, sensitivity and AUC score should increase for the model. Since the dataset is
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Table 4 Comparison based on AFE

S. No. Data Accuracy AUC
score

Sensitivity FPR FNR F1-score

1 Train 0.9663 0.9667 0.9791 0.0198 0.0483 0.9658

2 Test 0.9912 0.9913 0.9951 0.0048 0.0128 0.9911

Fig. 2 a CMof training data prediction results of optimized LightGbm algorithm. bCMof training
data prediction results of optimized lightGbm algorithm

class imbalanced, the false-negative rate and false-positive rate should decrease. The
proposed method has shown better performance for test data.

The confusion matrix of the proposed optimized LightGBM method for training
data is shown in Fig. 2a and for test data is shown in Fig. 2b. Figure2a shows that for
training data, the model has correctly classified 3889 positive faults and 3998 as non-
faults. Figure2b shows that in test data prediction results, the model has correctly
classified 1011 positive faults and 1019 non-faults.

Figure3a, b is the ROC curve of the optimized LightGBM for training and testing
data, respectively. The ROC curve for training data predictions has covered 0.967
area and for testing data area under the curve is 0.991. Both values are very close to
the ideal value of AUC; it implies the proposed optimized LightGMB method has
almost perfectly classified the faulty and non-faulty instances.

The proposed model is compared with other ensemble algorithms, which are
also optimized. The other algorithms are Xtreme gradient boosting (XGBoost) and
random forest. The hyperparameters of these algorithms are also optimized by using
Bayesian optimization. The comparison results in Table 5 show that LightGBM has
significantly improved prediction performance in CPDP settings. The FPR and FNR
values should be low for the class imbalance dataset, and the proposed method has
shown minimum values for these both evaluation metrics.

The proposed model is compared with other ensemble algorithms, which are
also optimized. The other algorithms are Xtreme gradient boosting (XGBoost) and
random forest. The hyperparameters of these algorithms are also optimized by using
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Fig. 3 a ROC curve of the optimized LightGBM for training data. b ROC curve of optimized
LightGBM for testing data

Table 5 Comparison of optimized LightGBM with optimized XGBoost and optimized random
forest algorithms

S.
No.

Algorithm Accuracy AUC score Sensitivity FPR FNR F1-score

1 LightGBM 0.9912 0.9913 0.9951 0.0048 0.0128 0.9911

2 XGBoost 0.8354 0.8391 0.8037 0.2421 0.1016 0.8436

3 Random
forest

0.9013 0.9014 0.9061 0.0917 0.1057 0.9008

Bayesian optimization. The comparison results in Table 5 show that LightGBM has
significantly improved prediction performance in CPDP settings. The FPR and FNR
values should be low for the class imbalance dataset, and the proposed method has
shown minimum values for these both evaluation metrics. The proposed method
produces complex trees as compared to other ensemble models. It follows a leaf
by leaf split approach rather than a level by level approach, and it leads to obtain
higher accuracy as compared to other ensemble models. The hyperparameters of the
proposed method are also tuned to avoid overfitting problem.

The ROC curves for all the algorithms also proved the efficacy of the proposed
model. The ROC curve of the proposed model for test data is shown in Fig. 3b, and
the ROC curve of XGBoost and random forest for test data is shown in Fig. 4a, b,
respectively.

The ROC curve of the proposed model has covered the maximum area among
three, and XGBoost has covered the minimum area. It implies that the proposed
optimized LightGBM algorithm is the best classifier among the three.
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Fig. 4 a ROC curve of the optimized XGBoost for testing data. b ROC curve of the optimized
random forest for testing data

5 Conclusion and Future Scope

In this study, a fault prediction model for CPDP case is proposed. This model is an
amended LightGBM algorithm that classifies the faulty and non-faulty instances by
using optimized hyperparameters in the classification model. The hyperparameters
are optimized by the Bayesian optimizationmethod, which utilizes the Gaussian pro-
cess as a surrogate model. The proposed algorithm is compared with other ensemble
algorithms. The proposed model achieves an accuracy of 99.12%, which is signif-
icantly better than random forest (90.13%) and XGBoost (83.54%). The proposed
model’s performance is significantly better than the optimized random forest and
optimized XGBoost. The presented approach is feasible not only in software fault
prediction but also in other classification problems having imbalance dataset and
large dataset which takes time for training process. In future, instead of considering
the source project based on the similarity score, a recommendation-based model can
be proposed to select themost appropriate source project to train the defect prediction
model.
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Abstract Network intrusion detection systems are frequently utilized for attack
detection and network protection. However, one of the frequent issues intrusion
detection systems face is the false positive detections. The research proposed in
this paper suggests the hybrid FDO-XGBoost approach for tackling this issue, and
according to the extensive simulations and comparative analysis against other com-
mon approaches, the proposed method is capable of achieving higher overall classi-
fication accuracy when compared to pure XGBoost, random forest and others. The
FDO is utilized for adaptive search of the optimal architecture of the XGBoost.
Proposed method is validated against widely used NSL-KDD benchmark dataset.
The experimental findings indicate that the suggested FDO-XGBoost approach sig-
nificantly outperforms other approaches in terms of accuracy, having precision and
recall with average values of 0.82 and 0.77, respectively. Our method also achieved
higher detection rate with all five tested attack classes (normal, probe, Dos, U2R,
R2L), slightly outperforming PSO-XGBoost by 1–2% but with a much noticeable
difference when it comes to other similar methods.
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1 Introduction

Ever more rapid developments in fields such as information technologies, comput-
ing, networking, artificial intelligence and big data, as well as the ever increasing
complexity of the systems used, have led to malicious actors developing increas-
ingly advanced attack methods using various vectors of approach. Network security
in turn faces more elaborate threats with every passing day, and the need for more
competent and potent network intrusion detection system (NIDS) [29] is becoming
apparent. The role of a NIDS is to transform intrusion detection into classification
and pattern recognition by applying associated algorithms in order to collect, filter,
model as well as classify actions on a network [28].

According to the methods they utilized, NIDS can be separated into two groups:
those utilizing misuse detection and others relying on anomaly detection. The for-
mer constructs an intrusion model of abnormal behaviors and labels actions that
correspond with this model as intrusions, while the latter method assembles a model
of normal network behaviors and flags actions not in alignment with the model as
intrusions.

With an ability to capture and analyze network packets, select the most significant
features and associate them with previously documented attack patterns, NIDS can
be utilized and observed in real time.

Despite significant advantages over traditional network security systems such as
firewalls, NIDS does face some early stage limitations. The system tends to occupy a
large portion of available resources, to have a high rate of false positives, and a limited
ability to detect and deal with new attacks. This leads to a need for frequent manual
intervention. Great efforts have been made by researches to improve NIDS, and
many technologies have been introduced to these systems such as machine learning,
feature selection, data mining as well as many others. The introduced methods make
the system reproducible while improving adaptability.

Machine learning methods are popular candidates for improving NIDS perfor-
mance and ensemble learning, a method in which multiple algorithms are applied,
providing amore stable performance in comparisonwith a single algorithmapproach.
The extreme gradient boosting (XGBoost) [13] methodology utilizes tree structures
applying second-order derivatives and regularization terms. The introduced meth-
ods result in an increased efficiency and remarkable improvements when detecting
minority attack groups. Due to this, XGBoost has been applied to many academic
as well as industrial problems [32]. Despite many advantages, the XGBoost model
possesses many parameters that govern performance. Determining adequate values
for these parameters manually dramatically increases complexity.

Swarm intelligence, a subset of artificial intelligence (AI) algorithms, often
referred to as nature-inspired metaheuristics models the behavior of animal groups
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that forma collective intelligence by acting independentlywhile exchanging informa-
tion with others. This mechanism eventually leads the group toward optimal regions
withing a search space. A relatively novel swarm intelligence algorithm, the fitness-
dependent optimizer (FDO) [1] based on particle optimization (PSO) [21], models
bee swarming, reproduction and collective decision making. It has proven promising
when applied to optimization problems, demonstrating great stability during both
exploration and exploitation phases.

This work proposes a FDO-XGBoost hybridmodel that hybridizesmachine learn-
ing and swarm intelligence optimization algorithms. The proposedmodel utilizes the
superior search capabilities of the FDO to optimize the parameters of XGBoost.

The main contributions of this work are as follows:

1. Development of a novel FDO-XGBoost model, based on XGBoost classifier that
uses FDO to dynamically optimize its parameters, in turn improving performance
of NIDS. Increasing detection accuracy of various types of attacks, particularly
when detecting minority attack groups.

2. The evaluation of proposed FDO-XGBoost models performance. Measurements
of both overall metrics and the metrics of each class are taken, and a comparison
against XGBoost as well as other ensemble learning classification methods is
performed. The NSL-KDD dataset is utilized as a benchmark for the conducted
evaluations.

The remainder of this work is organized according to the following. Section2
discussed related works in the field. Section3 introduces the FDO algorithm showing
the governing equations, rules and pseudocode. Section4 covers the technical aspects
applied while constructing the FDO-XGBoost model. The conducted experiments
and a comparative analysis are presented in Sect. 5. Finally, Sect. 6 offers a conclusion
to the work.

2 Preliminaries and Related Work

2.1 Preliminaries

One of the most popular machine learning techniques, gradient boosted decision
trees (GBDT), is the basis of the XGBoost algorithm. Unlike GBDT, XGBoost is
faster because it supports parallel processing and it is able to reach high accuracy
faster and easier by utilizing linear classifiers. Furthermore, XGBoost is also able
to get pretty good estimates of the cost function when executing Taylor expansion
because it brings in a second derivative that has higher accuracy as a result [20].

In the optimization process of the XGBoost model’s objective function, results
of every new step depend on the results from previous steps. Equation for the t-th
objective function is shown as follows: [20]
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(obj)t =
n∑

i=1

l
(
y1, ŷt−1

i + ft (xi )
) + �( ft ) + constant (1)

where t-th rounds’ loss term is shown as l, constant term is shown as constant, and
model’s regularization term is shown as �.

The equation for the regularization term � along with customization parameters
γ (lasso regression) and λ (ridge regression) is shown below. These two parameters
help prevent the overfitting of the XGBoost model. If their values are low, the tree
structure becomes more complex. On the other side, if the values of these parameters
are high, the tree structure becomes less complex.

�( ft ) = γ · Tt + λ
1

2

T∑

j=1

w2
j (2)

Approximation of the objective function is achieved by utilizing second-order
Taylor expansion on Eq. (1) as shown below:

obj(t) =
n∑

i=1

[
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(
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) + gi f t (xi ) + �( ft ) + 1

2
hi f

2
t (xi )

]
+ �( ft ) + constant

(3)
where the first and the second derivatives are shown as g and h, respectively, and are
depicted as follows:

gi = ∂ŷt−1
i
l
(
y1, ŷt−1

i

)
(4)

hi = ∂2
ŷt−1
i
l
(
y1, ŷt−1

i

)
(5)

At this point, the solutions can be acquired. If we take regularization term from
Eq. (2) and the first and second derivatives from Eqs. (4) and 5) and put them in
Eq. (3), we get the final equations as follows:

w∗
j = −

∑
gi∑

hi + λ
(6)

obj∗ = −1

2

T∑

j=1

(∑
gi

)2
∑

hi + λ
+ γ · T (7)

where the score of loss function is shown as obj∗ and the solution weights are shown
as w∗

j . The lower the value of obj
∗, the better the composition of the tree is.
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2.2 Related Work

There have been numerous applications of machine learning algorithms for NIDS
[18], but XGBoost turned out to be the most optimal one. Particularly on the NSL-
KDD dataset, XGBoost had the most accurate results compared to the SVM, NB and
random forest. The other models turned out to be too slow on large datasets, unstable
and struggled with processing the missing values. Still, XGBoost has the ability to
obtain the best set of parameters which is then able to fix other parameters’ values
in order to have a good overall performance [20].

Swarm intelligence algorithms have been previously used in designing the
machine learning algorithms, especially in intrusion detection [3]. XGBoost param-
eters have a heavy impact on how the final model will perform. The reason why
the swarm intelligence algorithms are used is because they are able to find the most
optimal solutions from the presented data and with the parameters of the appropriate
algorithm. As a result, many traits of the machine learning models such as input fea-
tures, parameters and weights were able to be successfully optimized [30]. Another
advantage of using the swarm intelligence algorithms is that they can also be used
for testing and selecting the most favorable combination of algorithms so that the
most optimal results could be achieved [2].

A combination of swarm intelligence and machine learning algorithms has been
successful in resolving many prediction problems [26]. In the work of Duan et al.,
ICA-XGBoost model has been proposed in order to calculate the strength of recycled
aggregate concrete [16]. The performance of ICA-XGBoost has been tested and com-
pared to the performance of ICA-ANN, ICA-SVR and ICA-ANFIS models, where
the novel ICA-XGBoost performed the best. Le et al. presented a paper where PSO-
XGBoost was conducive in controlling the heating load for the buildings. XGBoost
estimates the heating load first, and then PSO optimizes XGBoost model’s perfor-
mance. The proposed technique was compared with the classic XGBoost model,
support vector machine (SVM), random forest (RF), Gaussian process (GP) and
classification and regression trees (CART), where many building assets were taken
into consideration such as overall height, roof area and wall area. PSO-XGBoost
outperformed all the other models once again. These examples clearly show a vast
usage of the previously mentioned algorithm combination.

Even though a union of these two algorithms results in enhanced performance,
a huge variety of experiments have not been conducted as most results only show
comparative analysis of the overall metrics. Also, in NIDS it is somewhat difficult
to detect uncommon attacks such as R2L and U2R, but Dos attacks are able to be
detectedwith ease. The reason for that is the shortage of data onR2L andU2Rattacks.
Hence, the importance for improving network intrusion detection for less common
types of attacks [20]. When it comes to malicious node detection, NIDS is even able
to tell their future behavior. A combination of feature subset selection (FSS) that
is based on multiobjective particle swarm optimization (MOPSO) and fast learning
network (FLN), performance ofNIDSwas improved regarding the evaluation criteria
[27].
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SI-basedmethods have been frequently employed in recent years in other domains
as well, especially to target NP-hard challenges that belong to the computer science
and information technology fields. Important applications include global numeri-
cal optimization problem [10], wireless sensor networks efficiency, localization and
prolonging the overall lifetime [33], cloud task scheduling [12], artificial neural net-
works training and feature selection [4–6, 8, 11, 14, 17, 23, 24], assisting prediction
of COVID-19 cases [34] and MRI classification CNN optimization [7, 9].

Taking into consideration previously mentioned studies, we propose a novel com-
bination of FDO and XGBoost. We are using FDO to enhance the XGBoost and are
assessing the performance of FDO-XGBoost on the NSL-KDD dataset. Our findings
show that the overall performance of the proposed FDO-XGBoost model has been
advantageous in most classes.

3 Fitness-Dependent Optimizer

Modeled after reproductive behaviors observed in bee swarms, the algorithm’s pri-
mary functions mimic bee scouts when locating a suitable hive among multiple
potential candidates. Scout bees are represented by search agents, and each one
poses a possible solutions in the algorithm. Optimal hive selection, from among
good candidates, is considered a process of convergence toward an optima.

The algorithm starts by creating randomized agents Xi = (i = 1, 2, 3...n) scat-
tered across the search space. Their locations outline new possible hive positions
and potential solutions for the algorithm. Agents try and attain higher-grade solu-
tions by searching additional locations in a randommanner. When a better candidate
is located, the previous is discarded. If the direction an agent has chosen to move in
does not lead toward a more promising candidate, it will assume its previous course,
in hopes of attaining a better result. Nevertheless if this course proves less fruitful,
the agent will continue to move toward the current located optima, assuming it is the
best solution attained thus far.

Mimicking bees, the artificial agents initially traverse the search space randomly
guided by a mix of random walk and fitness weight mechanisms. Whenever an agent
moves, it does so by adding pace to its current position and does so in hopes of
locating a more optimal solution. This movement is described in Eq. (8):

X(i, t + 1) = X(i, t) + pace (8)

where X is a search agent (artificial bee scout), the current agent is represented
by i , and the current locations by t , while pace is the speed and direction of the
agents movement. Fitness weight f w mostly defines pace, while the direction of
pace remains fully governed by a randommechanism. The value of f w is calculated
according to Eq. (9):
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f w =
∣∣∣∣
x∗
i,t fitness

xi,t fitness

∣∣∣∣ ∗ w f (9)

where x∗
i,t fitness represents the fitness function value of the optimal solution attained

so far, xi,t fitness the fitness function value of the current solution, while the weight
factor is represented by w f . The role of w f is to regulated f w, and it can be either 0
or 1. When the value is 1, convergence is high, while the chance of coverage is low.
Moreover if the value is 0, it is not affecting Eq. (9) and can be discarded. Setting
the value to 0 can result in an increase in search stability, except in cases when the
fitness function value is fully dependent on problem’s optimization where the result
can be opposite. Regardless f w should have a value in the [0, 1] range. In some
cases, when testing the current global optima or a solution identical to it, f w can
assume the value of 1. Furthermore in the case of x∗

i,t fitness = 0, f w will be equal to
0. In a case where xi,t fitness = 0, division by zero needs to be avoided. These issues
are countered by the following rules outlined in Eq. (10):

⎧
⎪⎨

⎪⎩

f w = 1 or f w = 0 or xi,t fitness = 0, pace = xi,t ∗ r

f w > 0 and f w < 1

{
r < 0, pace = (xi,t − x∗

i,t ) ∗ f w ∗ (−1)

r ≥ 0, pace = (xi,t − x∗
i,t ) ∗ f w

}
⎫
⎪⎬

⎪⎭
(10)

where r represents a random value in the [−1, 1] range. Among many random walk
implementations, Levy fight has been selected due to its distribution curve providing
stable movements [31].

The mathematical complexity for each iteration of the FDO algorithm is O(p ∗
n + p ∗ CF), p showing population size, n problem dimension and CF the cost
of the objective function. The algorithm has a space complexity of O(p ∗ CF +
p ∗ pace) for all iterations, where pace is used to store the best previous space.
While space complexity remains constant, time complexity depends on the number
of iterations. A simple calculation mechanism, in comparison with other algorithms
in the same class [21], gives FDO an advantage, only needing to determine fitness
weight and one random number per agent.

3.1 FDO Single-Objective Optimization

When the FDO algorithm is tackling a single-objective optimization problem
(FDOSOOP), the agent population’s random generation within the search space
is governed by upper and lower bounds. In every iteration, the best global agent is
selected, and Eq. (9) is computed giving f w. Following this f w is evaluated, in case
of f w = 1 or 0, as well as if Xi,t,fitness = 0, row 1 in Eq. (10) is used to compute
pace. Alternatively, if 0 < f w < 1, a random value for r is generated in the [−1, 1]
range. In case of r ≥ 0, row 3 in Eq. (10) is used for pace computation, while in
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Fig. 1 Original FDO algorithm pseudocode

case of r < 0, row 2 in Eq. (10) and an negative value of f w are used. The random
assignment of f w sign is done to guarantee a randomized search across all direction.

The mechanism of randomization in the FDO algorithm guides both direction
and pace amplitude. In the majority of cases, only direction is randomly selected,
while pace amplitude is governed by f w. Additionally, whenever a new potential
solution is located, it is compared to the current best using an appropriate fitness
function in accordance with the pseudocode as shown in Fig. 1. If a better solution
is found, it is saved and the old solution is discarded. However, if the new solution
is not an improvement, the FDO algorithm allows the agent to go back to exploring
its previous direction with the previous pace value if still available.

When applied to maximization problems, minor alterations are made to the FDO
algorithm. An inverted version of Eqs. (9), (11) is used. The algorithms criteria for
selecting the optimal agent are also adjusted, if Xi,t+1,fintess < Xi,t,fintess is replaced
by an altered criteria if Xi,t+1,fintess > Xi,t,fintess for both instances in the presented
pseudocode in Fig. 1.

f w =
∣∣∣∣∣
xi,t fitness
x∗
i,t fitness

∣∣∣∣∣ ∗ w f ∗ (−1) (11)
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4 Proposed FDO-XGBoost Model

The XGBoost model is regulated by general, booster and learning target parameters
which need to be tuned manually in order to increase its performance. The conducted
research applies the FDO in an attempt to choose and optimize the most influential
parameters for the model shown in Table1.

The proposed FDO-XGBoost model pipeline is shown in Fig. 2.
The FDO-XGBoost model is constructed according to the following:

1. Based on the number of parameters that require optimization, select appropri-
ate dimension count, following this generates a randomized agent population.
Each search agent has a six-dimensional position vector with a range that covers
the entire search space. Every dimensional component of the positional vector
corresponds to an XGBoost parameter, meaning that the initialization ranges of
components are different. The i-th agent’s positional vector in iteration t can be
expressed according to Eq. (12):

Xi,t = [xetai,t , x
max _depth
i,t , xmin _child_depth

i,t , xgamma
i,t , x subsample

i,t , xcolsample_bytree
i,t ]

(12)

Table 1 XGBoost model parameters

Parameter Default value Range Explanation

eta 03 [0, 1] Learning rate,
reducing the weight of
each step

max_depth 6 [0, ∞] Maximum tree depth,
a higher value makes
the model learn more
specific and local
samples

min_child_weight 1 [0, ∞] Minimum leaf weight,
a higher value helps
the model avoid
learning local optimal
solution

gamma 0 [0, ∞] Relates to the loss
function

subsample 1 (0, 1] Governs randomness
rates for trees
preventing overfitting

colsample_bytree 1 (0, 1] Governs sampling
feature proportions
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Fig. 2 FDO-XGBoost model pipeline

Considering that all agents share search space, pace can be initialized for each
agent in the first iteration. The vector pace of the i-th agent in iteration t can be
seen in Eq. (13):

pacei,t = [paceetai,t , pacemax _depth
i,t , text pacemin _child_depth

i,t , pacegamma
i,t , pacesubsample

i,t , pacecolsample_bytree
i,t ]

(13)
Following this, the performance of the training set is taken as the initial fitness
value. The i th agents fitness value in the t iteration can be seen in Eq. (14):

Fi,t = (Xi,t → XGBoost |trainingset)[metric = X-Rcurve] (14)

Individual best agent i in iteration t is expressed in Eq. (15):

X∗
i,t = max(Fi, j ), 0 ≤ j ≤ t (15)

2. The position and pace of every agent are updated accordingly. Boundaries are
enforced to avoid positions exceeding the search space. New positions are then
assigned, and fitness value is computed and compared to the previous optima. If
an improvement is observed, the global best is updated.
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3. Further iterations are executed until a termination criterion is met, presenting the
optimal fitness value and best obtained position.

5 Experiments and Discussion

5.1 Dataset, Preprocessing and Metrics

Similar to the work of [20], the dataset that is being used for comparing different
intrusion detectionmethods isNSL-KDD[25].Oneof the key elements for increasing
the detection accuracy of the cyber attacks is having only necessary and distinct
records. Too many repetitive records may slow down the process, but due to the
nature of our model, unnecessary data can be successfully eliminated. The NSL-
KDD comes with four classes of attacks (probe, Dos, U2R and R2L) and one normal
class [15]. Each of these attack classes can containmultiple attack types. For example,
in case of attack class Dos, there are attack types such as back, land, neptune, pod,
smurf, teardrop and so on [19]. Training and test data and their class distributions
are depicted in Fig. 3.

Each record has 41 features of which nine are discrete and the rest 32 features
are continuous. Measurement methods used may vary between features; therefore,
in order to assure the consistency of the data and be able to compare it, it needs to
be standardized. The number of records is displayed as m, i th eigenvalue of the j th
data is displayed as Xi j where the value of i is greater than or equal to 1, but smaller
than or equal to m. The standardization equation is as follows:

X̂i j = X̂i j − AVG j

STAD j
(16)

Fig. 3 Class distribution of the training data is shown on the left side (125,973), whereas the class
distribution of the test data is shown on the right side (22,544). [20]
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where j th feature data’s average is shown as AVG j and j-th feature column data’s
average absolute error is shown as STAD j .

AVG j = 1

m

m∑

i=1

Xi j (17)

STAD j = 1

m

m∑

i=1

∣∣Xi j − AVG j

∣∣ (18)

With min and max normalization methods, the data is further normalized as fol-
lows:

X̂ ′
i j = X̂i j − Xmin

Xmax − Xmin
(19)

where the j th feature’s minimum and maximum values are shown as Xmin and Xmax.

5.2 Metrics

Let us consider one class a positive and other classes negative cases. For this particular
experiment and in order to do the evaluation of this model, usual metrics such as
precision, recall and f-measures were utilized. Furthermore, we are also utilizing the
precision-recall (P-R) curve because it can be used on a great deal of negative cases
in order to capture their influence on the models’ performance [22]. For example,
in the case of classifying our smallest class which is U2R, the other four classes get
to be considered negative cases. That way, the performance of our model on U2R is
reflected on the P-R curve. Previously described case is unachievable with receiver
operating characteristics (ROC) curve because it is not sensitive to the distribution
of the classes.

The calculation of the P-R curve’s area is presented by the measure called average
precision (AP). If wewant a better performance, the value of theAP needs to be larger
too. Alongside these metrics, mean average precision (mAP) and macro-averaging
(macro) are utilized as well.

5.3 Results and Comparative Analysis

After optimizing the XGBoost model with FDO, the obtained FDO-XGBoost model
is validated on theNSL-KDDbenchmark dataset, and the results are given in Table 2.
The experimental findings suggest that the highest precision was obtained on U2R,
while also having the lowest recall value. These values suggest that even though the
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Table 2 Confusion matrix representing optimal parameters on training data

Class Precision Recall F-score Samples

Normal 0.68 0.98 0.80 9771

Probe 0.82 0.54 0.66 2421

Dos 0.97 0.85 0.89 7458

U2R 1.00 0.01 0.01 200

R2L 0.97 0.05 0.10 2754

Average/total 0.82 0.77 0.74 22,604

Table 3 Comparison of AP values between AdaBoost, bagging, random forest, XGBoost, PSO-
XGBoost and the proposed FDO-XGBoost

Class AdaBoost Bagging Random
forest

XGBoost PSO-
XGBoost

FDO-
XGBoost

Normal 0.37 0.86 0.89 0.85 0.90 0.91

Probe 0.44 0.80 0.80 0.76 0.79 0.81

Dos 0.82 0.93 0.94 0.93 0.94 0.95

U2R 0.01 0.09 0.08 0.12 0.15 0.16

R2L 0.35 0.32 0.37 0.48 0.49 0.50

samples were predicted correctly, the total amount of samples is very low, and the
model predicted a large number of samples from U2R as other classes. Therefore,
F-measure can be used to balance precision and recall. In other words, the accuracy,
recall and f-measure must be considered together. Other classes performmuch better
according to the results in Table2.

The results for the P-R curve (AP values) of the FDO-XGBoost method for
each class are shown in Table3. The results for random forest, bagging, AdaBoost,
XGBoost and PSO-XGBoost models were retrieved from [20]. Visual representation
of the results of the three XGBoost methods is shown in Fig. 4. The findings suggest
that for the classes that contain higher number of samples (i.e., normal, probe and
Dos), all models achieve much higher detection rate. The reported values between
PSO-XGBoost, random forest, bagging and the proposed FDO-XGBoost are similar,
but still in favor of the proposed method (1–2%). PSO-XGBoost was ranked second,
while random forest finished on the third position. For the minority of classes, such
as U2R and R2L, the proposed FDO-XGBoost was again superior, slightly outper-
forming the PSO-XGBoost on second (by 1–2%), while the difference over the other
methods was more obvious: around 5–6% for U2R and 12–15% for R2L classes,
respectively.
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Fig. 4 Visual comparison of AP values between XGBoost, PSO-XGBoost, and the proposed FDO-
XGBoost

6 Conclusion

This manuscript proposes FDO-based XGBoost hybrid approach to improve the
accuracy of the NIDS, one of the most important challenges in network security.
XGBoost has been chosen as it can be utilized to tackle the multi-classification tasks
successfully, while the FDO is responsible for finding the optimal hyperparameter
values of the XGBoost model. The experimental findings suggest that the FDO-
XGBoost model obtained the best accuracy values, when compared to other similar
methods. This research also indicates a great potential in applying swarm intelligence
approaches in NIDS that opens up a possibility for future work. In the future, we plan
to implement other swarm intelligence algorithms to enhance the XGBoost model
and also to use the proposed model to solve other classification tasks.
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Temperature Estimation in Multi-Core
Processors Using Statistical Approach
for Task Scheduling

Leena Ladge and Y. S. Rao

Abstract Multiple-core systems are now widely used in application-specific sys-
tems and in computations which require high performance. As the world moves
from uni-core processors to multi-core processors, there is a need for efficient ther-
mal management. Thermal aware scheduling considers the processor temperature
while allocating the tasks to the cores and maintains the temperature below a certain
value. In this paper, we present a combination of two statistical models that will
help to determine the temperature of individual cores in a multi-core system. Our
linear regression model estimates the current temperature of a system from the com-
monly available parameters of CPU power, CPU usage, etc. Further, our ARIMA
model predicts the temperature of the individual core for the next time instance. After
deploying this model, an average mean squared error of 1.65 ◦C was obtained. This
estimated core temperature can be used to implement thermal aware task schedulers
which can then allocate the task to the core with the minimum temperature.

Keywords Multi-core processor · Core temperature estimation · Core
temperature prediction · Linear regression model · ARIMA model

1 Introduction

Most of the worlds computers are found in embedded systems. Embedded systems
span all aspects ofmodern life, and there aremany examples of their use like telecom-
munication systems, consumer electronics, household appliances, home automation
system, and transportation systems. A significant proportion of those computers are
real-time systems. Many real-time systems deal with tasks that involve interaction
with the real world. These systems sometimes have to deal with large loads while
meeting strict real-time constraints. Real-time systems (RTS) are playing a vital role
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in our society. The important aspect of such systems is that they have to function
correctly as well as produce the required result within the specified time. Earlier, RTS
were used for few safety- critical domains such as avionics and spacecrafts, but today
because of cyber-physical systems (CPS) and Internet of Things (IoT) revolution,
RTS is becoming essential in many emerging domains such as smart vehicles, power
grids, implantable devices, and robots. In the past few decades, technological devel-
opments have picked up tremendous pace. Technologies such as cloud computing,
IoT, blockchain and many more which were talked about only on paper a few years
back, have now come to life. High-performance and faster processors have played
quintessential roles in the rapid development of these technologies.

Multiple-core systems are now widely used in application-specific systems and
in computations which require high performance. A multi-core architecture consists
of more than one core or processing unit. This reduces the size of hardware, com-
munication delay among multiple cores, thereby enhancing the performance [1]. In
order to increase the functionality, computing capacity and also to reduce the number
of chips, multi-core processors are being used in real-time embedded systems. The
number of cores in a multi-core chip increases due to the technological evolution.
These trends in technologies affect the temperature of a chip [2].

2 Literature Survey

Various types of thermal management schemes have been proposed before by many
researchers. El Sayed et al. have proposed the algorithm in [3], which reduces the
globally shared resources and inter-core communication. The proposed partitioning
algorithm will greatly reduce blocking times, improve overall system performance,
and reduce energy consumption. In [4], the author has implemented three-phase
allocation policy, with first phase of windowing, second phase to allocate task to
core, based on energy requirements of task and the operating frequency of the core,
third phase is about temperature-aware scheduling. The paper in [5] uses about
21–22 in-built hardware performance counters to estimate the temperature of the
processor using linear regression. However, the scope of this work was restricted
to uni-processor systems. Chrobak et al. [6] gave an overview of the domain of
temperature-aware task scheduling. They have also discussed the challenges and
multitude of possibilities that exist in this domain. Chantem et al. [7] presented an
optimal phased steady-state mixed integer linear programming (MILP)-based solu-
tion that considers the impact of scheduling and assignment decisions on MPSoC
thermal profiles to directly minimize the chip peak temperature.

Coskun et al. [8] suggested that conventional thermal management techniques
respond only when the temperature rises above threshold level. They have proposed
a ARMA-SPRT-based model which could dynamically adapt and predict future tem-
perature of each core. However, they have predicted the future temperature on the
basis of previous core temperatures without taking into consideration the impact of
other system variables on the core temperature.
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Paper [9] states that the different order of execution of the same hot and cool
jobs can have different resulting CPU temperatures. One aspect covered in this paper
was that there is a need to consider other associated parameters while predicting
the CPU temperature in a future time interval. A probabilistic approach to solve
the problem of energy minimization was proposed by Zitterell and Scholl [10].
They have proposed a method using statistical execution profiles to determine the
expected energy demand after the execution of a task. Zhang et al. [11] primarily dealt
with systems having many processors. They used machine learning methods such as
multi-layer perceptron, Lasso linear regression Gaussian process model to predict
the thermal profile of the entire system. However, their focus was on developing
the thermal profile of the entire system. The application of machine learning for the
purpose of thermal management on both single andmulti-core systemswas proposed
in [12]. Some methods that were identified in this paper for the purpose of thermal
management were, Bayesian learning, neural networks, reinforcement learning, and
regression. An analysis of various methods of approximating energy consumption is
presented byMartin et al. [13]. They have also discussed the tools to check power and
performance along with the applications of machine learning using two case studies.
In paper [14], the authors have proposed a gradient boosting machine learning model
for temperature prediction of host in cloud data center. Nan Wu and Yuan Xie have
presented the survey of application of machine learning computer architecture and
system, especially for system modeling and design methodology [15]. They have
mentioned how machine learning is useful for enhancing power management.

Thermal-aware scheduling considers the processor temperature while allocating
the tasks to the cores and maintains the temperature below a certain limitations. Soft-
ware approach to reduce operating temperature is relatively simple, low cost, and low
risk compared to hardware capabilities. Industrial studies have shown that a reduced
operating temperature can increase device lifespan. The cost of chip packaging can
be reduced with the help of efficient thermal management.

In this paper, we present a combination of linear regression model and ARIMA
model to predict the temperature of all the individual cores in the future time instance.
The linear regression model takes into consideration the impact of several core-wise
parameters on core temperature. The ARIMA model predicts the core temperature
in the next time instance based on previous core temperatures.

3 Methodology

3.1 Generation of Data Set

To estimate the core temperature, a set of some common parameters are considered
that can be retrieved on any system irrespective of its architecture. Those parameters
are mentioned in the Table1. Due to the unavailability of data sets with the selected
specific parameters, the data set was generated. For this purpose, the MSI After-
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Table 1 System parameters

CPU1 temperature CPU1 clock CPU1 usage

CPU2 temperature CPU2 clock CPU2 usage

CPU3 temperature CPU3 clock CPU3 usage

CPU4 temperature CPU4 clock CPU4 usage

RAM usage CPU power CPU clock

burner utility[16] is used. The Sysbench Benchmark was run in the background and
meanwhile MSI Afterburner logged the specified parameters into the file. The data
was logged for a period of five minutes. The benchmark was executed again once it
was completed until five minutes of data was recorded. Once this data was logged,
the data was processed and then converted into a Current Sheet View (CSV) file in a
format suitable for the model. A similar method of data logging was done in [11]. As
mentioned in Table1, the CPU temperature is overall processor level temperature,
CPU1 temperature is Core1 temperature, and similar is the notation used for other
three cores.

3.2 Training the Model

In order to build an algorithm to select core on the basis of temperature for task
scheduling, the objective is to create a forecasting model that can determine the core
that will have minimum temperature in the next time instance. However, instead of
using just previous temperatures, we developed a linear regression model that will
first estimate the current temperature based on current core parameters. In order to
determine the value of individual core temperatures at a future time instant, it is
important to understand and consider the impact of associated input features such
as core clock, core usage, CPU power, and RAM usage. This current temperature
estimation model tries to capture exactly that.

We started with observing the data of Core1 input and output variables that we had
collected. Table2 shows the correlation matrix between the CPU temperature and
associated parameters of CPU Core1. This indicates how the overall temperature
of the CPU or processor is influenced by the various parameters associated with
Core1. These parameters include the usage of Core1, clock period of Core1, usage
of processor, clock period of processor, power consumption of processor, and RAM
usage.

Another important reason why this model was developed is that not all systems
have an in-built core-wise temperature sensor. Thus, this model tries to estimate
the current temperature values based on the values of some of the commonly used
parameters which have been described already in the previous section.
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Table 2 Correlation matrix of CPU temperature and associated parameters of Core1

CPU temperature 1.000000

CPU1 usage 0.831966

CPU usage 0.884877

CPU1 clock 0.741857

CPU clock 0.747557

CPU power 0.910259

RAM usage 0.323550

To develop a current temperature estimation model, we experimented with three
different models—linear regression model, polynomial regression model, and neural
network model. These models are developed using the scikit-learn [17] and Tensor-
Flow libraries in Python [18].

Linear Regression Model Linear regression is a mathematical model that tries to
establish a linear relation between the input variables and the output variable. It does
so by determining a best fit line such that the cumulative perpendicular distance
of all the points from the line is minimum. Table3 shows the output of the linear
regression model obtained for Core1 temperature, and Table4 shows the errors that
were obtained for Core1.

Polynomial Regression Model Mathematically, polynomial regression and linear
regression are very similar to each other. The polynomial regression tries to establish
a nonlinear relationship between input and output variables. It tries to determine
a higher-order function. Keeping the input and output variables same as before,
we developed the polynomial regression model. Table5 shows the output that was
obtained for Core1, and Table6 shows the cumulative errors obtained for Core1.

Table 3 Comparison of results of linear model for Core1

Data set No. Actual value Predicted value

257 52 51.332543

258 48 46.808059

259 47 45.731939

260 48 48.810954

261 47 46.988168

Table 4 Linear regression results for Core1

Mean absolute error 0.7245736328261119

Mean squared error 0.8126314146147705

Root mean squared error 0.9014607116312782
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Table 5 Comparison of results of polynomial model for Core1

Data set No. Actual value Predicted value

257 52 51.433046

258 48 47.962438

259 47 46.412287

260 48 48.571103

261 47 46.846243

Table 6 Polynomial regression results for Core1

Mean absolute error 5.820999974684468

Mean squared error 278.8384608428288

Root mean squared error 16.698456840164265

Neural Network Model The neural network model is the collection of neurons
which are joined together with edges. All the neurons and edges have some random
weights assigned which keep changing as and when learning progresses. The output
of a given neuron is calculated by the weight of the given neuron and the incoming
input. These weights will then be changed using the back-propagation of error and
gradient descent to get the closest possible result. Table7 shows the output that was
obtained for Core1, and Table8 shows the cumulative errors obtained for Core1.

Current Temperature EstimationModelThe results obtained from the above three
models are summarized in Table9.

Table 7 Comparison of results of neural network model for Core1

Data set No. Actual value Predicted value

257 52 51.778770

258 48 49.454193

259 47 47.523792

260 48 49.659706

261 47 49.961990

Table 8 Neural network model results for Core1

Mean absolute error 1.3836712763859675

Mean squared error 3.491497303818379

Root mean squared error 1.8685548704328645
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Table 9 Mean square error results of three different models

Model Root mean squared error

Linear regression model 0.9014607116

Polynomial regression model 16.698456840

Neural network model 1.8685548704328

Linear regression performed better in terms of root mean squared error as com-
pared to the other two models. Therefore, the linear regression model is used for the
purpose of current temperature estimation.

3.3 Testing the Model

Testing ARIMAModel auto-regressive integrated moving average model is a time
series model which uses the past values of a variable and learns from it. It then uses
it to forecast the value of the variable to give the closest result. ARIMA model is the
combination of AR model that is auto-regressive model which focuses only on the
past values of the given variable and MAmodel that is moving average model which
focuses only on the past forecasted error. The mathematical equation of ARIMA is
as shown in Eq. (1) where C is the constant, βi is the autoregressive parameter to
be estimated, θi is the moving average parameter to be estimated and εt is the white
noise.

Yt = C + β1Yt−1 + β2Yt−2 + · · · + βpYt−p + εt − θ1εt−1 − θ2εt−2 − · · · − θqεt−q

(1)
Equation (1) represents the proposed ARIMA model, where ‘p’ is the order of the
AR model, referring to the number of lags of Y . ‘q’ is the order of the MA model,
referring to the number of lagged forecast errors. In another words,

Predicted Yt = Constant + Linear combination lags of Y+ linear combination of
forecast errors.

In thermal-aware scheduling for multi-core processors, it is required to select a
CPU core which would have the minimum temperature after completion of the task.
Therefore, we have to find the future temperature of the core by using the temperature
history of that core and other attributes which affect the temperature. Future CPU
core temperature is predicted based on estimated CPU core temperature history. Yt
is derived using Yt−1,Yt−2, . . . ,Yt−p.

Testing Algorithm During the testing phase, for the first 10 iteration, i.e., till suffi-
cient data is obtained, only linear regression is performed. This is done to consider
the impact of associated variables on CPU core temperature. However, after 10 iter-
ations, both linear regression and ARIMA forecasting are used. The flowchart for
core temperature prediction for next time instance is shown in Fig. 1.
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Fig. 1 Flowchart for
temperature prediction in the
next time instance

4 Results and Discussion

After combining the linear regression model and ARIMA model, the methodology
mentioned in Fig. 1 is followed. The results shown in Table10 were obtained. Both
predicted and expected temperatures for all the cores are displayed. Further, our
model suggests the core having the minimum predicted temperature for the next
time instance. This suggestion can then be considered by a task scheduler, which can
then allocate the task to that particular core.

In Table10, it is interpreted that, for the pseudotask number 20, the predicted
temperature of the Core2 is minimum so Core2 is selected. Same for task number 21
where Core4 has the minimum temperature so it is selected by the algorithm. The
mean squared error between the predicted and the expected values of all the four
cores is mentioned in Table11.

The expected and predicted values for all the individual cores can be visualized
using the box plot as shown in Fig. 2.

The execution time for the various models used is given below.

Table 10 Comparison of all four cores and selection of core

Number 20

Core1: predicted = 47.68 expected = 51.00 Core2: predicted = 46.47 expected = 48.00

Core3: predicted = 47.39 expected = 51.00 Core4: predicted = 46.61 expected = 48.00

Number 21

Core1: predicted = 48.28 expected = 49.00 Core2: predicted = 46.93 expected = 48.00

Core3: predicted = 48.35 expected = 47.00 Core4: predicted = 46.67 expected = 47.00

Number 22

Core1: predicted = 50.45 expected = 50.00 Core2: predicted = 46.86 expected = 48.00

Core3: predicted = 49.20 expected = 51.00 Core4: predicted = 46.43 expected = 48.00
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Table 11 Error metrics of all the individual cores

Core Root mean squared error

Core1 1.7831255734914426

Core2 1.2410225835357465

Core3 3.174885572958408

Core4 1.4193039729912649

Fig. 2 Comparison of
temperature of all four cores

Linear regression model: 0.011 s, polynomial model: 0.19 s, neural network: 07.
70 s, and ARIMA model: 87.94 s.

5 Conclusion

There are many challenges involved in temperature-based scheduling in multi-core
processors such as at core-level temperature cannot be obtained directly. Therefore,
there is a need of estimating the temperatures at core levels. Also, it is necessary to
predict the future temperature of the core for the efficient thermal management. We
have used combination of linear regression model and ARIMA model to consider
the impact of associated processor features while predicting the future temperature
of all the four cores with an average mean squared error of 1.65 ◦C. This serves as
an input to the thermal-aware task schedulers.

Even though we have proposed a methodology, the work can be enhanced by
creating more representative data set while running a suite of benchmarks. Also,
the task-related attributes can also be included for accurate prediction along with
processor-level features. Further, the temperatures are determined only for the (t + 1)
instance. However, the time instance for which the value is to be predicted should
be determined by the characteristics of the tasks.
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A Generic Ontology and Recovery
Protocols for Human–Robot
Collaboration Systems

Kamil Skarzynski, Marcin Stepniak, Waldemar Bartyna,
and Stanislaw Ambroszkiewicz

Abstract Recently, human–robot interactions and collaborations have become an
important research topic in robotics. Humans are considered as integral components
of human–robot collaboration (HRC) systems, not only as objects (e.g. in health
care) but also as operators and service providers in manufacturing. Sophisticated and
complex tasks are to be collaboratively executed by devices (robots) and humans.
We introduce a generic ontology for HRC systems. Description of humans is a part
of the ontology. Critical and hazardous (for humans) situations, as well as corre-
sponding safeguards, are defined based on an ontology. The ontology is an extension
of the ontology introduced in our previous system. The architecture of the system, a
software platform for automatic task accomplishment, is extended to HRC systems.
Experiments carried out in a simulated HRC system are to verify the ontology and
the architecture.

Keywords SOA paradigm · Human safety · Ontology · Human–robot
collaboration

1 Introduction

Physical human–robot interactions are becoming more and more important in many
applications, from health care and service robotics to manufacturing. During the
interactions, robots must not cause any harm to humans.

Standards ISO 10218 and ISO/TS 15066 [1] provide some guidelines and require-
ments for designing, planning and executing human–robot collaborative tasks in the
form of safeguarding for protecting humans.
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The ISO standards are not formal and not sufficient to define generic safeguards.
No generally accepted solution has been proposed so far to implement these require-
ments universally. Existing solutions are dedicated to specific scenarios and cannot
be generalized to an ontology and protocols. Hence, ISO/TS 15066may be seen only
as a good and approved guidance to create a formal ontology for defining safeguards.

IEEE Standard Ontologies for Robotics and Automation (Std 1872-2015) [2]
defines a core ontology that allows for representation, reasoning, and communication
of knowledge in the robotics and automation (R&A) domain. This ontology includes
generic concepts as well as their definitions, attributes, constraints, and relationships.

From Introduction of IEEE Std 1872-2015 document:
The growing complexity of behaviors that robots are expected to present naturally

entails the use of increasingly complex knowledge as well as the need for multi-robot
and human-robot collaboration. ... Ontology plays a fundamental role in this context.

In IEEE Std 1872-2015 ontology, humans are needed only for a semi-autonomous
robot, i.e. a robot accomplishing a task in which the robot and a human operator plan
and conduct the task. It requires various levels of human interaction viaHumanRobot-
Communication, i.e. a transfer of information between humans and robots. Hence,
here the human–robot interactions are extremely limited and are not physical.

Humans can perform operations (provide services) that are parts of complex tasks
to be accomplished in HRC systems. Humans may be also “objects” of such opera-
tions in health care and rescue actions in accidents with human victims.

We are going to define a simple and generic ontology where full human–robot
interactions can be described, that is, where humans can be service providers, as well
as “objects”.

Based on of this ontology, we explore the possibility of the human–robot collab-
oration in unstructured environments challenged by frequent failures of robots and
humans. Generic protocols for recovery from failures are a solution to this problem.
If a robot or a human fails, another robot or a human may accomplish the task.

Human presence and activity in HRC systems may cause critical and hazardous
situations for humans. Constraints on human–robot interactions are required in the
spirit of the famous Three Laws of Robotics by Isaac Asimov [3].

The constraints, corresponding safeguards, and recovery protocols can be defined
on thebasis of the proposedontology.Theynaturally extend theSO-MRSarchitecture
[4]) where no humans were involved in task accomplishing.

The main contribution of the paper consists of a simple universal upper ontology
describing HRC systems, SO-HRCS architecture, and new protocols related to the
newmodule, i.e. Safeguards. Since an occurrence of a critical situation is considered
a failure, the protocol for failure handling and recovery from SO-MRS is adopted
for SO-HRCS.

The paper is organized as follows: basic concepts and the literature are presented
and discussed in Sect. 2. Section3 presents the software architecture of SO-HRCS.
In Sect. 4, we present a generic ontology for the system. Section5 showcases our
approach. Finally, we present our conclusions in Sect. 6.
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2 The Idea and Related Work

Heterogeneous open distributed system (HODS for short) consists of environment,
and of devices (machines and robots) as well as humans that operate in the envi-
ronment and may change local states of the environment. For sophisticated tasks, a
collaboration of devices and people may be necessary. A device and a human may be
considered as objects of the environment, and their state may be subject to change,
e.g. their positions.

It is supposed that the devices may be heterogeneous and can be added to the sys-
tem as well as to be removed without affecting its basic functionality, i.e. the ability
for task accomplishing. There are also humans that can perform some elementary
tasks. Hence, the class of the tasks is not fixed and depends on the joint capabilities
of the devices and people that are currently in the system. Since such tasks cannot
be hard-coded in the system, there must be a language for the task specification.
Intuitively, a task is an intention to change the local state of the environment. That
is, a task consists of precondition and effect. Sometimes, the precondition is not nec-
essary. Precondition specifies the initial local state of the environment, whereas the
effect specifies the desired local state of the environment after the task accomplish-
ing. Preconditions and effects are formulas in a formal language. So that, a formal
representation of the environment (ontology) is needed. The task is represented by
(φ → ψ)where φ is the precondition formula, andψ is the effect formula. Note that
here → is not the logical implication. Its meaning is to change a local state of the
environment.

The principal goal of a HODS is to plan and accomplish complex sophisticated
tasks. It is clear that a generic infrastructure in the form of a software platform based
on ontology and protocols is needed. In this paper, it is supposed that any HRC
system is a HODS.

IEEE Standard (Std 1872-2015) [2] is quite complex. In particular, the process is
defined as a primitive notion that happens in time and has temporal parts or stages.
A simple static ontology without time and processes is sufficient. The simplicity
should be viewed here as an advantage. Such ontology was proposed in [4] for
adaptive multi-robot systems without humans.

In our approach, processes can be defined using the Service Oriented Architec-
ture (SOA) paradigm from Information Technology, where devices and humans are
represented by the services they can provide.

2.1 Related Work

Most of the related work has been presented in [4].
Let us only cite the view on the research on multi-robot Systems by Chitic et al.

[5]: Despite many years of work in robotics, there is still a lack of established soft-
ware architecture and middleware, in particular for large scale multi-robot systems.
Many research teams are still writing specific hardware orientated software that is
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very tied to a robot. This vision makes sharing modules or extending existing code
difficult. A robotic middleware should be designed to abstract the low-level hardware
architecture, facilitate communication and integration of new software.

The literature concerning middleware for HRC systems is rather limited.
Lasota et al. [6] surveyed and categorized prior research addressing safety during

human–robot interaction (HRI). The authors identified four main methods of provid-
ing safety: control, motion planning, prediction, and consideration of psychological
factors. They concluded that ... ensuring safe HRI remains an open problem. Novel,
robust, and generalizable safety methods are required to enable safe incorporation
of robots into homes, offices, factories, or any other setting.

Magrini et al. [7] proposed a specialized and dedicated safety framework to ensure
the coexistence of a human operator in a robotic cell in which a standard industrial
robot is in motion. It is based on online monitoring of relative human–robot distance
using depth sensors.

Extensive literature reviews of the aspects of safety and failures in human–robot
interactions can be found in: Honig et al. [8], Robla-Gómez et al. [9] and Villani
et al. [10] both concerning industrial environments. Compared to mentioned works,
safety in our system is treated on a higher abstraction level and is described using the
ontology. Such an approach provides a more flexible and universal way of specifying
dangerous situations and reactions to those situations (safeguards).

As to ontology forHRC systems, besides alreadymentioned IEEEStd 1872-2015,
some publications are, in fact, based on this standard ontology. They emphasize the
importance of the ontology for Robotics without proposing essentially new (com-
paring to IEEE Std 1872-2015) ontology; e.g. Fiorini et al. [11] and Kumar et al.
[12] to mention the most important ones.

3 Software Infrastructure (Middleware) for HRC Systems

Software infrastructure is necessary to automatically accomplish complex tasks in
an HRC system. The architecture of such infrastructure is presented in Fig. 1 (left

Fig. 1 SO-HRCS architecture, and the state transition diagram of failure recovery protocol



A Generic Ontology and Recovery Protocols … 977

part) where TaskManager, ServiceManagers, Service Registry, Repository, Planner,
Arrangement Module, and Safeguards are software applications that communicate
using generic protocols shown in the right part of Fig. 1.

It is supposed that devices and people (providing services in an HRC system) are
not isolated, i.e. there is a minimum communication in the system in the form of
a network. Each device and each human (e.g. via a mobile phone) can receive and
send messages.

Devices and people are represented by their abilities (services) to change local
states of the environment.

Each device and each human is autonomous and may provide some services
(via its Service Manager) to a client called Task Manager. If a Task Manager has a
task to be accomplished, it sends a request (intention) to a Service Manager. Then,
the corresponding service may accomplish the task, if it has enough resources and
capabilities. If the service agrees, it sends (via its Service Manager) a commitment
to the Task Manager. If the terms of the commitment are satisfactory for the Task
Manager, it can send a request for the service invocation.

So that, devices and humans provide some services that correspond to some types
of elementary tasks they can accomplish. The formal specification (expressed in a
language of the common ontology, e.g. OWL-S [13]) of the type of a service consists
of a precondition and an effect.

Note that the service type has the same syntactical form as the task.
The type of service (provided by a device or a human) must be published via

Service Manager to a Service Registry. A Task Manager may discover the service
in Service Registry, and invoke it. This constitutes the essence of the SOA paradigm
applied to HRC systems.

Repository is a realization of the common knowledge of the environment repre-
sentation (ontology, see Sect. 4), and storage of the current maps of the environment,
i.e. instances of the ontology. Since the environment may be changed by devices and
people, the maps must be updated.

If a Task Manager wants to realize a complex task, i.e. a sequence or partial order
of elementary tasks, then some services, that may jointly accomplish the complex
task, should be discovered in a Service Registry, and composed into a workflow via
the Arrangement Module.

Task Manager is responsible for constructing an abstract plan via the Planner
in the form of partial order of service types. Then, appropriate concrete services
should be arranged into a concrete plan via the Arrangement Module. Finally, the
workflow is executed and the process is monitored. If a failure occurs due to a
broken communication or inability of a service to fulfil the arranged commitment,
then failure recovery mechanisms must be applied. Simple mechanisms in the form
of protocol, see right part of Fig. 1, consist in re-planning, and changing some parts of
the workflow to continue the task execution. This constitutes the system architecture
proposed in our previous work.

Since people are involved in HRC systems, additional failures related to unex-
pected events, i.e. critical situationswhere human safety is at risk, must be introduced
in order to protect the people. For this very reason, an additional component of the
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software infrastructure is necessary. It is Safeguards where the critical situations are
defined.

Critical situations are taken into account by Planner when an abstract plan is
needed for a task. Any abstract plan and concrete plan should exclude evident critical
situations. Generally, occurrences of critical situations, during task accomplishing,
cannot be excluded at the level of planning. It is reasonable to introduce amechanism
for risk assessment in the planning to reduce the occurrences as much as possible.

Each process of a task accomplishing, supervised by a Task Manager, and each
service execution, supervised by an appropriate device or a human, must react to the
critical situations. The reaction, called safeguard, should be of the following form.
If a critical situation occurs, then an action is executed that transform the critical
situation into a safe situation.

A critical local situation, as well as the corresponding safe situation, should be
defined as formulas in the language of ontology.

Generally, a situation is defined as a formula and identified with the set of local
states satisfying the formula.

Let a formula defining a critical situation be called a critical formula and a formula
defining a safe situation be called a safe formula.

Some critical situations and safe situations are universal and independent of con-
crete applications.

Definition 1 Let φ denote a critical situation, and ψ1, ψ2, ... ψn be a finite sequence
of safe formulas. Then, safeguard is defined as φ → (ψ1, ψ2, ...ψn).

The meaning of a safeguard is as follows. If φ is true in the current local state
of the environment, then change the state to a safe state where at least one of the
formulas ψ1, ψ2, ... ψn is true in that state. The change must be possible, so that one
of the tasks (φ → ψ1), (φ → ψ2), ... (φ → ψn) can be accomplished, either by a
single service or by a composite service invoked by the appropriate Task Manager.
Actually, it is a strong condition.

A task is a safeguard if the task precondition is a critical formula, and the task
effect is a safe formula. An example of a safeguard is shown in Sect. 5.

Safeguards are stored in the Safeguards module.
Introduction of safeguards requires an extension of: the ontology of SO-MRS,

functionalities of Task Manager and Service Manager, and corresponding protocols.
Task Manager must take into account the critical situation in the planning.

A service provider (a device or a human) must monitor the local environment
during its service execution. If a critical situation occurs, then the service provider is
obliged to report this to the Task Manager, and take appropriate means (if possible)
to change the critical situation to a safe one.

If the service provider cannot manage, it means a critical failure that must be
reported to the Task Manager that is responsible for a recovery from the failure, i.e.
for a transformation to a safe local state, if possible. A safeguard stored in Safeguards
module is used by the Task Manager as a task to be accomplished in order to change
the critical situation into a safe one.
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To summarize, the proposed software infrastructure of the HRC system for auto-
matic complex task accomplishing consists of services represented by Service Man-
agers provided by devices and humans, Service Registry, Task Manager (with Plan-
ner and Arrangement Module), Safeguards, and Repository of the current maps of
the environment. The interactions between them are based on generic protocols for
publishing, discovering, composing elementary services, arranging, executing, mon-
itoring and recovery from failures.

An example of a simple task realization in SO-HRCS is shown in Fig. 3.
Note that ontology is the basis for the protocols. It allows specifying local states

of the environment, tasks, service types, intentions, commitments, critical situations
for humans, and situations resulting from failures. The protocols and the ontology
determine the new architecture called Service-OrientedHuman–RobotCollaboration
System (SO-HRCS for short). SO-HRCS is a substantial extension of SO-MRS
(Service-Oriented Multi-Robot System) architecture introduced in Skarzynski et al.
[4].

SO-HRCS architecture allows several independent Task Managers, Service Reg-
istries, and Repositories. Note that the presented approach is at a higher level of
abstraction than Robot Operating System (ROS) that is usually used to implement
services on the devices.

3.1 Protocol for Failure Handling and Recovery

Since some ideas and methods are adopted from electronic business transactions,
a realization of a task is called a transaction. Participants of a transaction are the
services involved in the corresponding task accomplishing.

A transaction is successfully completed if its task is accomplished. The transaction
mechanism designed for handling failures has the following properties.

1. Failed services may be replaced by other services during task accomplishing.
2. General plan may be changed.
3. Transaction ends either after successful completion of the task, or inability to

complete the task or cancellation of the task.

In distributed systems, a communication protocol specifies the format ofmessages
exchanged between two or more communicating parties, message order, and actions
taken when a message is sent or received. Based on the OASIS Web Services Trans-
action (WS-TX 1.2) standards (2009) https://www.oasis-open.org/committees/ws-
tx/, a transaction protocol, called Failure Recovery Protocol (FRP, for short) pro-
posed in Skarzynski et al. [4], is adopted for HRC systems. FRP defines states of
services, and types of messages exchanged between Task Manager and services, see
Fig. 1.

TaskManager uses FRP to initialize particular phases of service invocation, mon-
itor their progress, and take additional actions, e.g. compensations. Task Manager

https://www.oasis-open.org/committees/ws-tx/
https://www.oasis-open.org/committees/ws-tx/
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invokes a service by sending the input data (specified in the commitment) to the ser-
vice via its Service Manager. The service sends messages (via its Service Manager
and according to the protocol) to notify Task Manager about the performance of the
delegated sub-task specified in the intention.

After successful execution, the service (via its ServiceManager) sends to the Task
Manager the confirmation of sub-task completion, e.g. changing local situation in
the environment to the one specified in the intention. Task Manager can also stop the
service execution before its completion. This may be caused by the task cancellation
by the client, a failure during the execution of other services in the plan (that cannot
be replaced), or by changes in the environment making the current plan infeasible.

A robot (or a human as a service provider) may not be able to complete a sub-task.
In this case, its Service Manager notifies the Task Manager by sending a detailed
description of the problem. On this basis, the Task Manager can take appropriate
actions. If a Service Manager is not able to send such information, the Task Manager
must invoke appropriate cognitive service (a patrolling robot or a human, if available)
to recognize the situation resulting from the failure.

Compensation is performed either after a cancellation of a sub-task execution
by a service or after the occurrence of a failure that interrupts the execution. It is
designed to restore the original state of the environment before the execution. Since
restoring that situation is sometimes impossible, the compensation may change the
situation, resulting from the failure, to a situation from which the task realization
can be continued. Note that even for simple transportation tasks (that seem to be
simple) a universal failure recovery mechanism and corresponding compensations
are not easy to design and implement. A concrete plan should contain predefined
procedures for failure handling and compensations.

Note that in the protocol, humans and devices are viewed only as service providers.
Critical situations, that occur during sub-task execution by a service, and cannot be
managed by the service, are considered failures in the protocol.

3.2 Services

There are the following three kinds of services in HRC systems:

1. Physical services that may change local situations in the physical environment.
2. Cognitive services that can recognize situations described by formulas of the

language of the ontology.
3. Software services that process data.

Physical services and cognitive services can be performed by humans.
Complete service description consists of the following elements:

• Name of the type of service, i.e. name of an action that the service performs.
• Specification of the inputs and outputs of the service.
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• The condition required for service invocation (precondition), and the effect of
service invocation.

• Service attributes as information about the static features of a service, e.g. operation
range, cost, and average realization time.

Precondition and effect are defined as formulas of a formal language (e.g.
OWL [13] or Entish [14]) describing local situations in the environment. Entish
is a simplified version (without quantifiers) of the first-order logic. It has logical
operators (and, or), names of relations (e.g., isIn, isAdjacentTo), names of functions
(e.g., action, range), and variables. A precondition formula is a description of the
initial situation, and the effect formula is a description of the desired final situation.

Concrete service providers are devices, sensors, humans, and computers (servers).
Each of them may provide several different services.

4 Ontology for HRC Systems

Upper ontology is a general structure of the representation of the environment of an
HRC system. It is a formal and abstract description of concepts (objects) and relations
between them. A concrete model of the environment of an HRC system (called a
map) is an instance of the upper ontology, where the objects and the relations are
specified.

The upper ontology is based on the following general concepts:

• Attributes of objects, e.g.: colour, weight, volume, position, rotation, shape, tex-
ture, etc. They are recognizable and measurable by devices and/or humans in an
HRC system.

• Predefined relations on attributes.
• Relations between objects are defined based on predefined relations.
• Type of object is uniquely determined by the object construction.
• Physical type is defined only by some attributes and relations between them.
• Abstract type is defined by already defined types (physical and/or abstract), and
relations between objects of these types. For example, the abstract type Building
consists of several other abstract types like storeys, passages, rooms, stairs, lifts,
etc. The internal structure of an object of type room is composed of objects of
physical types such as walls, floor, ceiling, windows, and doors, as well as the
relations between these objects.

• Object is an instance of its typewith concrete attribute values, concrete sub-objects,
and concrete relations hold between attributes, and between the sub-objects.

Upper ontology is defined as a hierarchy of types in the form of a tree. Parent type–
child type relation in the tree means inheritance, i.e. child inherits from its parent.
The root of the tree is Object. It has two main branches starting with PhysicalObject
and AbstractObject from the root, see Fig. 2. These two types separate physical
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Fig. 2 A part of the upper ontology for HRC systems

objects (directly recognizable by robots and humans) from abstract objects that are
hierarchically composed of physical objects, relations between them, and attributes.

The physical types are leaves of the PhysicalObject branch. The abstract types
are leaves of the AbstractObject branch.

Intermediate types (nodes of the tree that are not leaves in both branches) serve
for inheritance and taxonomy.

In order to add a new type to the ontology one has to specify:

• Parent type, i.e. the type that the new type inherits from.
• List of additional attributes of the new type.
• List of types of obligatory sub-objects, i.e. types of objects that are integral parts
of the type being defined, e.g. legs in the case of the type of table.
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• List of constraints and relations for the attributes. List of obligatory relations
between sub-objects.

Let us again stress that any physical type is defined as a collection of attributeswith
restricted ranges and relations between them. Any abstract type is defined recursively
from physical types. Hence, the attributes and predefined relations between them are
the basic elements for the construction of the upper ontology.

A particular object (as an instance of its type) is defined by specifying concrete
values of its attributes satisfying the relations and specifying its sub-objects (if it is
of abstract type) that satisfy the relations between them.

The upper ontology is a hierarchy of types. An instance of the ontology is called
a map of the environment. It is important that to support an automatic map creating
and updating (by mobile robots and sensor networks, also by humans), the attributes
must be recognizable and measurable by robot sensors and humans.

The original upper ontology proposed in Skarzynski et al. [4] is extended here by
two branches of the hierarchy tree, see Fig. 2. The first one (called LivingElement) is
in thePhysicalObject branch. The second one (called Living) is in theAbstractObject
branch.

PhysicalObject type is inherited by NonlivingElement and LivingElement.
HumanBody is an elementary type that inherits from BodyElement type, which

in turn inherits from LivingElement type.
One can imagine other types that inherit from LivingElement type. BodyElement

type may be inherited by, for example, DogBody type and HorseBody type yet to be
defined.

HumanBody type is composed of such basic attributes as body temperature, heart
rate, blood pressure, etc., that must be defined first.

NonlivingElement type is inherited by DeviceElement that is, in turn, inherited
by RobotElement, ToolElement, SimpleSensor and LightingElement.

SimpleSensor is designed to sense and store information about a specific place in
the environment. It is composed of the list of pairs: SensedAttribute (e.g. humidity,
light intensity, temperature, pollution), and its value. It is used to define abstract Sen-
sor devices by aggregating individual sensors, e.g. a weather station (for measuring
temperature, humidity, light intensity, etc.) to recognize the current local state of the
environment.

All these physical types are components for creating abstract object types.
AbstractObject type is inherited by two types Living and Nonliving that are ded-

icated to service providers in HRC systems.
Human, that inherits from Living type, is defined by the following three attributes.

Body value is an element of the elementary physical type HumanBody. ToolList is a
list of tools that the Human can operate with. PreferredEnvironment is an element
of abstract type Environment and defines non-critical conditions for the Human, like
temperature, humidity, and radiation. Perhaps some additional attributes are needed
for complex scenarios to be realized in HRC systems, and for the roles of humans in
such scenarios.
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Nonliving type is inherited by Device that is, in turn, inherited by Robot and
Sensor.

Robot is inherited byMobileRobot,RobotWithArm,Platform, andRobotWithCon-
tainer that specify concrete types of robots composedof concrete physical elementary
objects of type RobotElement.

The types shown in Fig. 2 are self-explained by their names. Actually, for the
sake of presentation, it is only a small part of the proposed upper ontology for HRC
systems.

The ontology is still under construction. Although the main types, physical and
abstract ones, seem to have sense, a lot of research is needed to develop types that ade-
quately represent a real environment where robots and humans can safely collaborate
in accomplishing sophisticated tasks.

5 Sample Scenario

The goal of the sample scenario is to show how to automate the process of managing
indoor lights: switching on lightswhen a person enters any of the rooms and switching
offwhen he/she leaves the room.The simplicity of the scenariowill help in explaining
and understanding the system operation.

A camera was used for detecting and calculating human location in 3D space and
then updating objects states in the object map of the environment.

To implement the scenario in the SO-HRCS system, it was necessary to:

1. Define the appropriate types in the ontology, and then define and add objects to
the object map,

2. Define the type of service and then add the service that modifies the light intensity,
3. Calibrate the video capture software to define the translation between the position

in the captured picture to the position in the object map,
4. Create a critical formula and a safe formula in Safeguards module.

(1) For the scenario, a definition of LightBulb type was added. It represents a light
source consisting of the basic attributes inherited from PhysicalObject, and the new
LightIntensity attribute. Based on the defined type, objects representing light bulbs
in all the rooms can be created.

The HumanBody type represents a person, position in the object map and his/her
identity by adding PersonFaceId attribute. PersonFaceId is used by object and face
recognition software deployed on Jetson Nano to identify person and update objects
positions.

(2) Based on object types, it’s possible to describe a type of service that will be
performed on specific physical devices. A declarative description of the service type
based on the ontology is required to enable automatic discovery, arrangement and
execution. For this scenario, the type of service that changes the light intensity is
needed. Definitions of precondition and effect for this service type are as follows:
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Precondition:
Effect: LightBulb<LightBulb>.LightIntensity = ?LightIntensityValue
<Integer>

The service managing lighting takes one parameter specifying the intensity of
light in the form of an integer. Based on the type of service, it is possible to create a
specific service in the ServicesManager. Then, ServiceManager registers the service
in Service Registry by sending the service description including the service range -
name of the room object that the controlled light bulb is in.

(3) The camera is used as a cognitive service that continuously updates the current
state of the environment in its range. Correct configuration of the video capture
software is necessary so it would be possible to update the position of the human
object in the object map. The association between the object map and the recognized
person is accomplished by a dedicated PersonFaceId attribute, the value of which is
set accordingly when creating a HumanBody object, so that the system can monitor
multiple people at the same time. Calibration also requires specification of the camera
position (in an object map context) and coordinates of four points on an image
provided by the camera, so detected human position on an image can be translated
to object map position. When updating information about objects in the object map,
existing relations are automatically evaluated by the Repository. This is necessary to
represent the current state of the environment and is used when defining critical and
safe formulas.

(4) Entering a dark room can be dangerous. This situation will be defined as a
critical one. Safeguards are defined in Safeguards module by specifying the critical
formula and the corresponding set of safe formulas. In this scenario, two types of
critical situations are considered: when a person appears in a room andwhen a person
leaves the room. The formulas for the first safeguard are defined as follows:

Critical formula: human<HumanBody>IsIn room<CuboidRoom>

Safe formula:room<CuboidRoom>.LightIntensity = 100

The formula definition uses an IsIn relation, which allows for a simpler notation
of spatial relations between objects. When a human enters a dark room:

1. Objectmapwill be updated, and Safeguardsmodulewill detect a critical situation,
2. To achieve a safe state of the environment, Safeguards module commissions the

task with the safe formula to the Task Manager which will result in turning on the
light in the room.

Similarly, the formulas for turning off the light in the room can be defined:

Critical formula: !( human<HumanBody>IsIn room<CuboidRoom>)

Safe formula: room<CuboidRoom>.LightIntensity = 0

By adding a negation of the previous critical situation, one can define the situation
when a person is not in the room. Executing the safe formula as a task intention will
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Fig. 3 Sequence diagram for the realization of the experiment scenario

result in switching off the light. As shown, the safeguards mechanism can be used
not only to react to hazardous situations but also to ensure human comfort or even
save energy.

The scenario can be realized after setting up the system (Fig. 3). At the start of
the scenario, the light in the empty room is switched off. After entering the room,
the human position in the Repository is updated by the cognitive service. The IsIn
relation is evaluated by the Repository and the safeguards defined in the Safeguards
module are checked. When critical formula of human presence in a dark room is
detected, the task to switch on the light is sent to the Task Manager. Task Manager
requests a potential abstract plan from the Planner module. Planner during planning
phase requests required information from the Repository about the ontology (service
types, object maps, etc.). After receiving the plan, TaskManager arranges discovered
concrete services via the Arrangement Module and Service Registry. After arrange-
ment services are executed via Service Manager.

6 Conclusions

This paper aimed to present our approach to solving the problem of automating
the process of accomplishing tasks in heterogeneous IoT systems. The automation
in the resulting system also considers declaring tasks, composing plans, arranging
services, handling failures, monitoring the state of the environment and ensuring
human safety. The very simple test scenario showcases the system operations and its
declarative nature. That level of automation and flexibility is enabled by introducing
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a common ontology. Task and service definitions, states of the environment, safety
rules, and communication between system components are grounded in the ontology.
Universalmechanisms that use these definitionswere developed to allow the potential
use of the system in diverse applications without the necessity of reimplementation.
This approach and methodology may be used by researchers and can be adjusted to
different ontologies and their formats.

Furtherworkswill consist ofmore complex anddiverse scenarios includinghuman
rescue missions and human-provided services. Those scenarios will require extend-
ing the ontology, defining new service types and safeguards.
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Analysis, Modeling, and Forecasting
of Day-Ahead Market Prices in Indian
Power Exchange
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Abstract A reliable and well-understood spot electricity pricing model is desir-
able for minimizing risks and maximizing profits for the power trading business.
Understanding the characteristics of spot market electricity prices will enhance the
business confidence of the power market participants. In the Indian power market,
however, spot electricity prices are highly volatile with the presence of seasonality
and spikes. Such price volatility causes difficulty in predicting future energy prices.
In this work, an attempt is made for analysis of day-ahead market prices in Indian
Power Exchange (IEX) after visualizing its characteristics at all different time frames
(i.e., yearly, monthly, weekly, daily, and hourly). The work also includes application
of classical as well as neural network techniques for modeling and forecasting of the
same price data to compare forecasting performances. While price data visualiza-
tion using different statistical tools gives important information on price variations,
modeling and forecasting price datasets show higher accuracy with neural network
techniqueswhen comparedwith autoregressivemodels. Further, neural network tech-
niques with multivariate inputs yield better forecasting edges in comparison with the
univariate inputs. The findings of the work can assist sellers/buyers to anticipate
price volatility with substantial accuracy of spot electricity price forecasting in the
wholesale electricity market of India.
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1 Introduction

The Electricity Act 2003 introduced several reforms to make the Indian energy
market efficient. One of such reforms was the introduction of Traders and Power
Exchanges who can arrange buy or sell of electricity based on market-driven prices.
Two energy exchange utilities, namely Indian Energy Exchange Limited (IEX) and
Power Exchange of India Limited (PXIL), are operating since 2008 [1]. Although
transaction volume of electricity through power exchanges and traders has increased
at the annual growth rates of 25% and 7%, respectively, from 2009–2010 to 2018–
2019 [2], price discovery in competitivemarket is still evolving. In 2018–2019, 53.52
BU electricity was transacted through IEX and PXIL, which is only 3.9% (approx.)
of aggregate electricity generated (i.e., 1376.1 BU including RES [3]) for the same
period.

Indian energy market is dominated by the long-term power purchase agree-
ments (LT-PPA) (87% [2]) between the generation and the distribution companies
(discoms). Based on such agreement, the discoms requisition power from the spec-
ified generation companies through self-scheduling on day-ahead basis to meet its
expected demand. Such self-scheduling is confined within individual silos without
much visibility of other economic options. Thus, the LT-PPAs lead to the possibility
of scheduling costlier generations leaving behind non-utilization of the available
cheaper options. On the contrary, price of electricity transacted on day-ahead basis
through Power Exchanges is transparent, economic, and market driven. Therefore,
to make the Indian electricity market more efficient, focus is needed to shift from
long-term to short-term like Day-ahead or Real-time Market contracts [1] which can
be executed through Power Exchanges. Implementation of such reforms will also
enhance renewable energy penetration and grid stability. However, interests of both
buyers and sellers are to be protected in such future competitive market to achieve a
robust framework.

In Indian power exchanges, one of themost crucial product segments is day-ahead
market (DAM) which allows trading in 15-min intervals for delivery of electricity on
the next day. To address congestion in the intra-regional transmission systems across
the country, DAM has thirteen pre-defined bid areas under five broadly divided
regions, viz. North (N1, N2, N3), East (E1, E2), West (W1, W2, W3), South (S1,
S2, S3), and North-East (A1, A2) [4]. For a particular period, the intersection point
of aggregate supply and demand curves on price-quantity axes gives market clearing
price (MCP) [5].

To attract investors for inducing more investment in Indian wholesale electricity
market, their confidence level needs to be boosted up. Such enhanced market confi-
dence can be achieved by correct projection of trend of spot market pricing and accu-
rate forecasting of future prices with help of suitable models. However, modeling of
electricity wholesale prices is a complex approach [5–8]. While we observe strong
seasonality in yearly, monthly, weekly, daily, and intra-day spot market price varia-
tion [9], we also observe high price volatility (13.14% for 2018–2019 in IEX [2]).
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Fig. 1 Variation of electricity spot market prices of IEX in 2019

Such price volatility arises out of various driving forces like coal price variation, vari-
able renewable energy generation including hydro-power, transmission congestion,
irregular load, market restrictions, growth in transmission and distribution infrastruc-
ture, change in trading margin, government taxes, and other relevant taxes, etc [10].
Figure 1 shows a 3-D image of hourly and monthly variations of MCP collected in
2019 for DAMof IEX. The variation clearly shows seasonality, volatility, and spikes.

Although limited studies [1, 5, 9, 11–16] are conducted on spot price forecasting
in deregulated Indian power market, authors used either single or hybrid time series
modeling techniques, e.g., stochastic, artificial intelligence, causal/regression, etc.
We propose a novel approach to

i. visualize and analyze the Indian electricity spot price historical time series data
at different time frames

ii. forecasting price data using both ARIMA and neural network techniques and
comparing the accuracy.

The work aims to pursue the following objectives:

A. Study of Historical Time Series Price Data of IEX through data visualization
with different

a. Period: Daily, Weekly, Monthly, Yearly, Five Years
b. Bid Areas: Thirteen areas across the country and MCP
c. Time Zones: Average (Round the clock, RTC), Peak and Non-Peak
d. Time of Day: Morning, Day, and Night.

B. Analyzing the trend, seasonality and identification of plausible reasons behind
price variations.
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C. Modeling and Forecasting of Price data using

a. ARIMA and SARIMA
b. Neural Network architecture.

D. Measuring and comparing accuracy in forecasting models.

In this work, MATLAB (version 2018a) is used. The computations are carried out
with the use of MATLAB Apps, viz. Econometric, Neural Net Fitting, and Neural
Net Time Series. The rest of the work is structured as follows. Section 2 discusses
data and methodologies used. Section 3 describes results and discussion. Section 4
represents the conclusion.

2 Data and Methodologies

2.1 Data

Datasets. The datasets are accessed from different publicly available sources. The
first dataset, the spot electricity prices of DAM in IEX, is sourced from the IEX
website [4]. The data in INR/MWh collected for five complete years from January
2015 to December 2019 represent:

i. Hourly MCP and prices of thirteen bidding areas
ii. Daily MCP—Average, Peak, and Non-Peak
iii. Daily MCP—Morning, Day and Night.

Although there are multiple factors which actually causes variations in the spot
market electricity prices as mentioned above, we chose three such representative
datasets in the work related to weather, economy, and power and energy [15]. The
second dataset is all India mean maximum and mean minimum temperature at
monthly resolution collected [17] for January 2015 to December 2017. The third
dataset represents economic data of annual and quarterly Gross Domestic Product
estimates and is sourced [18] for January 2015 to December 2017. The fourth dataset
archives [19] reports on hydro, fuel (coal consumption and stock), and power supply
(peak demand and energy) in monthly resolution for the Northern Region and all
India from January 2015 to December 2019.

Selection of Period. The choice of time period of spot electricity price data of IEX
for five years from 2015 to 2019 lies in the rationale of capturing the steady annual
growth of electricity volume transacted through power exchanges [2]. Throughout
this period, the yearly volume of electricity transacted through power exchanges
surpassed the same transacted through traders [2]. Such trend demonstrated enhanced
confidence of power market participants on transactions through power exchanges
over other trading platforms. Due to the nationwide pandemic situation, we restrict
our study on time series spot electricity price data till FY 2019–2020.
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2.2 Methodology

The work follows three steps. In the first step, price data are visualized and analyzed
for specific events. The second step revolves around model selection for forecasting
using techniques of ARIMA and neural networks. The third and final step is price
forecasting and measuring of forecasting accuracy. While DAM prices from the first
data source are used in all of the above steps, data from the second to fourth sources
are used in the second and third steps as external inputs to build neural network
models and corresponding forecasting.

DataVisualization andAnalysis. The time series price characteristics are visualized
at all different time frames (Ref. 1.A) using all three data types (Ref. 2.1) by drawing
line diagrams, trend lines, histograms, and box plots. In the work, we observe wave-
forms covering different timelines for particular data types. Figure 2 shows the time
series of hourly MCP for the entire span of five years from 01.01.2015 to 31.12.2019
having a total of 43,824 data count.

On visualization, the price line diagram shows seasonality and spikes. There is
a considerable variation between minimum and maximum price, viz. INR/MWh
524.88 and 16,910.00, respectively, clocked on July 3, 2017, at 05:00 h and on
October 1, 2018, at 19:00 h.

Figure 3 represents the hourly price variation of all bid the areas and MCP using
box plots for the aforesaid five-year time frame. The plot shows huge price variations
within individual bid areas, across the bid areas, and MCP.

Fig. 2 Variation of hourly MCP: January 1, 2015–December 31, 2019
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Fig. 3 Box plots: price variations of bid areas and MCP

Figure 4a, b exhibit change in dailyMCPat different time slots, e.g., RTCAverage,
Peak, and Non-Peak [5, 20] and at different times of the day, viz. Day, Night, and
Morning with significant ups and downs over January 01, 2017, to December 31,

a

b

Fig. 4 Daily MCP variation. a upper panel—average, peak, and non-peak. b lower panel—day,
night, and morning
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Fig. 5 Year-on-year comparison of price variation of hourly MCP

2017. The time series also shows huge spikes and significant seasonality during the
year 2017.

Figure 5 compares year-on-year price variationof hourlyMCP for thefive calendar
years from 2015 to 2019. Five time series plots indicate yearly surge and drop of
spot market electricity prices.

Figure 6a, b visualizes of price variation of 13 bid areas and MCP using box plots
and line diagrams for the year 2015.

Figure 7a, b demonstrates price variation of 13 bid areas and MCP using box
plots and line diagrams for the year 2019. Figures 6a, b and 7a, b clearly show that
price differences among bid areas and MCP are narrowing down from 2015 to 2019,
leading to the desired pricing strategy of ‘one nation one price’.

In monthly analysis, Fig. 8 exhibits hourly price variations of MCP for December
2019 with price drops in all five weekends [7]. The surge occurs on weekdays for 2
(two) hour lines at 7 pm and 9 am.

The same data of December 2019 when plotted (Ref. Fig. 9a, b) for daily price
variation clearly show the lowest price on Day 1 (Sunday) and the highest price on
Day 10 (Tuesday). The Contour plot clearly shows variations in price at all different
Times of the Day (hour) and Day of the Month (date) in December 2019.

In daily analysis, Fig. 10 reflects price variations on a typical day for its 24 h.
The daily curve shows different prices at different hours of the day. The curve indi-
cates night lean, morning peak, day lean, and evening peak prices. Interestingly, the
morning peak price is 118% (approx.) more than the evening peak price and, also,
the day lean price is at a 193% (approx.) higher value than the same at night lean
period.
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Fig. 6 Hourly price variation of MCP and Bid areas in 2015. a upper panel—box plot. b lower
panel—line diagram

Modeling and Forecasting. For modeling and forecasting, we apply both statis-
tics and artificial intelligence using the stochastic and artificial neural network [21]
models.

We study conditional mean models (ARIMA and SARIMA) of linear regression
for univariate time series data. The non-seasonal ARIMA (Autoregressive Integrated
MovingAverage)model [16, 23] integrates both theAutoregressive (AR) andMoving
Average (MA) processes.
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Fig. 7 Hourly price variation of MCP and bid areas in 2019. a upper panel—box plot. b Lower
panel—line diagram

Fig. 8 Price Variation of hourly MCP in December 2019
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Fig. 9 Price variation of daily MCP in December 2019. a upper panel—line diagram. b lower
panel—contour plot
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Fig. 10 A typical daily spot market price variation curve

The AR model which considers the dependency of the data on its lagged value
(p) is shown in Eq. (1).

yt = c +
p∑

i=1

ϕi yt−i + εt (1)

where yt is the time series data; c is the constant; ϕi is AR coefficients at lag, i =
1, 2,…, p; and εt is the error coefficient known as Gaussian white noise series with
mean = 0 and variance = σ 1

2.
Similarly, the MA model which uses the dependency of the data on residual error

of moving average with lagged value (q) is shown in Eq. (2).

yt = μ +
q∑

i=0

θiεt−i (2)

where μ is the expected value of yt with usual value = 0; θi is the weights of the
present and future observations with θ0 = 1 and i = 1, 2, …, q.

The above AR and MA models can be combined together to represent ARIMA
model of the order (p, d, q) where ‘p’, ‘d’, and ‘q’ denote non-seasonal autoregressive
order, differentiating count to convert the series data stationary and forecast error
order, respectively. The ARIMA model is shown in Eq. (3).

yt = c +
p∑

i=1

ϕi yt−i + εt +
q∑

i=0

θiεt−i (3)
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where ϕi , θi is not equal to zero, and σ 1
2 > 0.

The ARIMAmodel, combined with the seasonal components, gives the Seasonal
ARIMA or SARIMA model. In general, SARIMA is represented by ARIMA (p, d,
q) × (P, D, Q)S where P, D, and Q are all seasonal AR order, differencing term, and
MA order. S is the time period of recurrence of the seasonal pattern.

In the study, we follow an eight-step process:

• In step 1, datasets are imported for training and testing. The training dataset is
used for analysis and preparingmodel. Testing dataset is used tomeasure accuracy
and back-testing the selected model.

• In step 2, exploratory data analysis is performed. Dataset is transformed to
stationary for modeling. Augmented Dickey–Fuller (ADF) test is carried out to
verify stationarity.

• In step 3, the pattern of auto-correlation and partial auto-correlation Factors
(ACF & PACF) is identified to determine the applicability of AR and MAModel
and identify AR and MA Lag(s).

• Step 4 is about creatingARIMAandSARIMAmodels using econometricmodeler
app in MATLAB.

• Step 5 is on determining the best-fit model based on lower values of Akaike
information criterion (AIC) and Bayesian information criterion (BIC).

• In Step 6 and Step 7, back-testing is performed with the forecast model using the
test dataset, and the accuracy of the model is measured by calculating the error of
forecast vs actual.

• Finally in Step 8, Monte Carlo Simulation is performed to understand the risks
and uncertainty of forecasting.

For the first set of models, the hourly MCP price dataset for 2019 with the 8762
data count is chosen as training dataset. The hourlyMCP for the first week of January
2020with 169 data count is considered as testing dataset. Four models are developed,
and details of the models with AIC and BIC values and forecasting accuracies are
given in Table 1. The graphs of the actual vs forecasts for the three best-fit models
are shown in Fig. 11a, b.

For the second set of models, the hourly MCP dataset for five years (i.e.,
01.01.2015 to 31.12.2019) is considered training data with a 43,825 data count.
The testing dataset is considered hourly MCP for three months, viz. January 2020
to March 2020 with a 2185 data count. The details of the three SARIMA models
developed are given in Table 2. The graph of time series data with actual vs forecasts
is exhibited in Fig. 12.

ANN exhibits improved forecasting performance compared to other standard
models, especially for price time series with features of a complex and chaos model
[24, 25]. Therefore, in the work, the prices under DAM are further forecasted using
ANN-based models having inputs with the same historical data as used in ARIMA
models and related exogenous variables [26]. The three different neural network
concepts, viz. Non-linear Autoregressive Network (NAR), Non-linear Autoregres-
sive networkwith external inputs (NARX), andNeural Net Fitting (NNF), are applied
for modeling and forecasting of spot market electricity prices.
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Table 1 Hourly MCP for the year 2019: Goodness of Fit measures

SI Model Name AIC BIC MAE MAPE

1 ARIMA (1,1,1) −1.1783e + 04 −1.1755e + 04 606.78 24.15

2 SARIMA (1,1,1) with
seasonality 24

−1.6623e + 04 −1.6595e + 04 278.70 9.67

3 SARIMA (3,1,3) with
seasonality 24 and
constant

−1.7407e + 04 −1.7351e + 04 291.23 10.32

4 SRIMA (3,1,3) with
seasonality and w/o
constant

−2.0560e + 04 −2.0496e + 04 307.82 11.17

Note Performance of the three best-fit models (Sl. 2, 3, and 4) is shown in Fig. 11 as Forecast 1,
Forecast 2, and Forecast 3, respectively. The best performing model was chosen as SARIMA (1,1,1)
with seasonality 24 (Sl. 2) having the least value of MAE and MAPE

(a) (b)

Fig. 11 Hourly MCP-2019. a left panel—best-fit SARIMAmodels with forecast. b Right panel—
close view of actual vs forecast

Table 2 Hourly MCP for five years: goodness of fit measures

SI Model Name AIC BIC MAE MAPE

1 SARIMA (1,1,1)
with seasonality 24

−7.5837e + 04 −7.5803e + 04 359.73 14.58

2 SARIMA (3,1,3)
with seasonality 24
and Constant

−7.8862e + 04 −7.8792e + 04 344.94 13.90

3 SRIMA (3,1,3) with
seasonality and lag
(1,1)

−9.5401e + 04 −9.5314e + 04 350.26 14.08

Note Performance of the above three best-fit models (Sl. 1, 2, and 3) is shown in Fig. 12 as Forecast
1, Forecast 2, and Forecast 3, respectively. Best performing model is chosen as SARIMA (3,1,3)
with seasonality 24 (Sl. 2) and constant having least value of MAE and MAPE
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Fig. 12 Hourly MCP (five years): SARIMAmodels with forecasts along with close view of actual
vs forecast in inset

Under the NAR concept [27], the training of network starts from the open loop
condition with the response of the actual targets. The network is transformed to a
closed loop after trainingwith the response of forecasted values. Themodel’s general
forecasting equation is demonstrated in Eq. (4).

y(t) = f (yt−1, yt−2, . . . ., yt−d) + εt (4)

where the function f (.) of the time series y(t) remains unknown before training.
Such training aims at approximating the function through optimization of weight
(w) and bias (b) with d as the number of delays. NAR model is demonstrated in
Eq. (5).

y(t) = α0 +
k∑

j=1

α jϕ

(
γ∑

i=1

βi j yt−i + β0 j

)
+ εt (5)

where α0 & β0 j represent the constants corresponding to the output unit and hidden
unit j , respectively; k represents count of hidden layers; α j represents the weight
between hidden unit j and output unit; ϕ represents the activation function; γ repre-
sents count of entries; βi j represents the term corresponding to the weight of input
unit i and hidden unit j and εt is the error term.

For price forecasting using the NAR model, four-step process is followed. In step
1, the dataset is imported and processed for training and testing. The training dataset
is used for analysis and preparing model. The testing dataset is used to measure
accuracy and back-testing the selected model. In step 2, the best network architecture
is selected after trial and error by choosing layers, hidden neurons, delay values, and
regression values, the dataset is trained with Bayesian Regularization, and results are
exported. In step 3, back-testing with a forecast model is performed with test data.
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Finally, in step 4, the accuracy of the model is measured by calculating the error
between forecast and actuals.

The first NAR model is chosen with a daily time series peak price dataset for five
years (01.01.2015–31.12.2019) with an 1826 data count. The total dataset is divided
into three components (default): Training-1278 (70% of total), Validation-274 (15%
of total), and Testing-274 (15% of total). The network outline and actual vs forecast
pricing with a close view are shown in Figs. 13 and 14a, b.

For the second NAR model, hourly price data of bid area ‘N2’ are considered for
2019 (01.01.2019–31.12.2019) with a data count 8760. Like the first NAR model,
training, validation, and testing datasets are distributed in the same ratio for devel-
oping models. The actual vs forecast pricing, regression plots, and close view are
shown in Fig. 15a–c.

For both of the above NAR models, the optimum number of hidden layers and
delay counts have experimented on a trial-and-error basis. The models having the
highest ‘R’ values are selected over other experimental models. The results using
Bayesian optimization for the experiments are shown in Tables 3 and 4.

NARX (Non-linear Autoregressive with External inputs) is a dynamic recurrent
and powerful neural networkmodelwith quicker convergence efficiency [30]. NARX

Fig. 13 NAR network configuration: daily peak data (5 years)

(a) (b)

Fig. 14 Daily peak price (Five years): a Left panel: actual vs NAR forecast. b Right panel: close
view of actual vs forecast
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(a)

(b) (c)

Fig. 15 N2 pricing. (a)Upper panel: actual vs NAR forecast. (b)Lower panel: left-regression plots.
(c) Lower panel: right-close view of actual vs forecast

Table 3 NAR models: Daily peak price data for five years

Model no. Hidden layer neuron Delay R-training R-testing

1 10 2 8.97909e-1 7.30344e-1

2 5 5 9.05864e-1 8.20921e-1

3 10 24 9.68530e-1 8.25455e-1

NoteModel no. 3 is selected based on the highest ‘R’ values among the other experimented models

Table 4 NAR models: hourly DAM price data of N2 bid area for one year

Model no. Hidden layer neuron Delay R-Training R-Testing

1 10 2 9.03173e-1 9.02399e-1

2 5 5 9.07683e-1 8.92831e-1

3 10 24 9.58657e-1 9.39319e-1

NoteModel no. 3 is selected based on the highest ‘R’ values among the other experimented models
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model considers the past values of the time series and the exogenous variables corre-
sponding to past values of the same time series. Themodel’smathematical expression
can be demonstrated in Eq. (6).

y(t) = f (y(t − 1), y(t − 2), . . . , y
(
t − ny

)
, x(t − 1), x(t − 2), . . . , x(t − nx ))

(6)

where f (.) is the non-linear multilayer perceptron; y(t) is the time series and x(t) is
the exogenous input at time step t respective; ny and nx are the numbers of delays
for output and input, respectively.

Spot market electricity prices depend on many external inputs (exogenous) like
weather factors, demand and supply status of electricity, coal stock position, supply
of renewables [22], economic factors of the country, and so on [10]. In developing
the NARX model, the target dataset is considered hourly price data of the N2 bid
area for the year 2017 (08.01.2017 to 31.12.2017) with a total of 8593 data counts.
Thirteen input datasets for same period is considered as follows: northern region-
energy (MU) not supplied, peak demand (MW) not met, hydro generation (GWh),
coal consumption and stock (kton), all India-quarterly GDP data, monthly average
maximum and minimum temperature, bid area N2-hourly price of previous week
same hour, previous day same hour, previous 24-h average, and working day and
weekday indication. The results of the models with similar datasets as earlier are
shown in Table 5. The details of model, selected on the most optimized ‘R’ values,
are shown in Fig. 16, 17a, b.

Table 5 NARX models: hourly DAM price data of N2 bid area for one year

Model no. Hidden layer neuron Delay R-training R-testing

1 10 2 9.14331e-1 8.93410e-1

2 5 2 9.06280e-1 8.94621e-1

3 5 24 9.59279e-1 9.17891e-1

NoteModel no. 3 is selected based on the highest ‘R’ values among the other experimented models

Fig. 16 NARX network configuration: hourly N2 data (1 year)
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(a) (b)

Fig. 17 Hourly N2 data of 2017. a Left panel—actual vs NARX forecast. b right panel—close
view of actual vs forecast

Neural Net Fitting (NNF) is a two-layer feed-forward neural network with a
hidden layer and output layer as a linear function. To achieve superiority over the
‘univariate approach’, NNF considers the ‘multivariate approach’ [28] for prediction.
The model’s mathematical expression is demonstrated in Eqs. (7) and (8).

Z = α(x) � f (WX + b) (7)

where α and f (.) represent non-linear transformation function and activation func-
tion (e.g., sigmoid function), respectively;W represents parameter matrix indicating
weight of individual inputs and b represents the biased element. The output, y(t) is
expressed as

y(t) = β(Z) = f̃
(
W̃ Z + b̃

)
(8)

where y(t) is the output; β and f̃(.) represent non-linear transformation function and
decoded activation function; W̃ and b̃ represent decoded weight matrix and bias
element.

Our first NNF model is developed with the same price time series of hourly N2
dataset and thirteen external inputs as considered in the above NARX model. The
NNF structure is made of thirteen inputs, a hidden layer with twenty-four neurons
and sigmoid function, and the output layer with single-neuron and identity activation
function. The results are given in Table 6.

The model, selected on the most optimized ‘R’ values, is shown in Fig. 18a–c for
the corresponding network diagram, Actuals vs Forecast data, and its close view.

The secondNNFmodel is developed using the hourly price dataset ofMCP for the
year 2017 with a data count of 8593. Eight exogenous variables, i.e., all India-energy
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Table 6 NNF Models: Hourly MCP for one year

Model no.
Model no.

Hidden layer neuron R-training R-testing

1 10 9.02147e-1 8.97634e-1

2 8 9.01543e-1 9.04732e-1

3 5 9.03994e-1 9.12896e-1

NoteModel no. 3 is selected based on the highest ‘R’ values among the other experimented models

(a) (b)

(c)

Fig. 18 N2 pricing of 2017. a upper panel: left-NNF configuration. b upper panel: right-close view
of actual vs forecast. c lower panel: actual vs NNF forecast

not supplied (MU), peak demand notmet (MW),GDPdata,MaximumandMinimum
temperature (degree Celsius), price of week same hour, previous day same hour, and
the average price of previous 24-h, are considered as input datasets. The total dataset
is divided into three components, viz. training (70%), validation (15%), and testing
(15%). The optimum number of hidden layers has experimented on trial and error.
The best three models using Bayesian Regularization are exhibited in Table 7. The
network configuration and the graph showing Actuals vs Forecast data are shown in
Fig. 19 and 20a, b.
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Table 7 NNF models: hourly DAM price data of N2 bid area for one year

Model no. Hidden layer neuron R-training R-training

1 10 8.88149e-1 8.69807e-1

2 8 8.85765e-1 8.61483e-1

3 5 8.75463e-1 8.75136e-1

4 20 9.01970e-1 8.71001e-1

5 24 (3rd time retrained) 9.04436e-1 8.61845e-1

NoteModel no. 5 is selected based on the highest ‘R’ values among the other experimented models

Fig. 19 NNF network configuration: Hourly MCP data (1 year)

(a) (b)

Fig. 20 Hourly MCP of 2017. a right: actual vs NNF forecast b left: close view

3 Results and Discussions

The performances of the individual categories of models are demonstrated in
Tables 1–7 for different price datasets. Table 8 shows the comparison of forecasting
performances among all the best-fit models under individual categories.



Analysis, Modeling, and Forecasting of Day-Ahead Market Prices … 1009

Table 8 Performance comparison of forecasting errors

Ref Model name Dataset MAE MAPE

Table 1 SARIMA Hourly MCP for one year 278.70 9.67

Table 2 SARIMA Hourly MCP for five years 344.94 13.90

Table 3 NAR Daily Peak Price for five years 246.30 6.99

Table 4 NAR Hourly Price of N2 bid area for one year 178.29 5.74

Table 5 NARX Hourly Price of N2 bid area for one year 218.17 7.31

Table 6 NNF Hourly MCP for one year 298.11 10.18

Table 7 NNF Hourly Price of N2 bid area for one year 316.14 10.50

Note For the similar model, MAPE indices are reduced for a shorter period for the same price
dataset. Also, MAPE indices are better for the same dataset with univariate input when compared
to the same with multivariate inputs. Forecasting performances of ANN are generally better than
the same compared to the stochastic models

3.1 Performance Indices

The forecasting accuracies of all the models mentioned above are computed using
two types of indices, viz. Absolute Error, i.e., Mean Absolute Error (MAE) [9, 11],
and Percentage Error, i.e., Mean Absolute Percentage Error (MAPE) [24, 25]. The
Absolute Error can be defined in Eq. (9).

et = (
yt − y′

t

)
(9)

where yt and y′
t are observed value and predicted value at time t and n is the total

number of data points. Hence, the mathematical expression of MAE [26, 29] is
written in Eq. (10).

MAE = Mean i=1,n|ei | (10)

The Percentage Error can be defined in Eq. (11).

pt = [
(yt−y′

t

)
/yt ] ∗ 100% (11)

Hence, the mathematical expression of MAPE [26] can be written in Eq. (12).

MAPE = Mean i=1,n|pi | (12)
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3.2 Discussions

While both the SARIMA models demonstrate a considerably good accuracy
percentage for price forecasting of MCP over two different time frames, viz. one
and five years, obviously SARIMA for shorter duration gives better accuracy. For
enhancing forecasting accuracy, neural network models are applied. NAR models
using daily peak price data for five years and hourly price data of N2 bid area for one
year give accuracy to the tune of 94%. However, NARX and NNF models are devel-
oped with exogenous inputs to provide a further edge to forecasting. Such NARX
and NNF models for hourly MCP and N2 price data of one year with inputs of
weather, economy, power and energy of the corresponding period give lower fore-
casting accuracy than the same for univariate models. One of the causes could be
the non-usage of weather and economic data in high resolution due to the apparent
non-availability of such data from authentic sources free of cost. Had the weather
data been daily/hourly, the forecasting performance could have been better than the
calculated monthly values applied to NARX and NNF models. Further, the contri-
bution of other major factors on DAM price variation, e.g., growth of transmission
and distribution infrastructure, renewable energy generation, increase of transmis-
sion charges, trading margin, government and other related taxes, etc., could have
been considered as additional exogenous inputs to improve forecasting accuracy.

During visualization of price data, it is observed that higher pricing of southern
region during the year 2015 has come down gradually. In the year 2019 (after addition
of new bid Area, S3 in 2017), it is almost at par with meanMCP covering all thirteen
bidding areas across India.

Forecasting performances are further studied by breaking down the errors in peri-
odicity of themonth, week, and hour. For illustration, the result is shown in Fig. 21a–c
on the NARX model using hourly price dataset for bid area N2 for the year 2017.

(a) (b) (c)

Fig. 21 NARX model-forecast error of N2 data for the year 2017. a Left panel: by months of
year-July is the most error-prone month. b middle pane: by days of week-more errors on Mondays
and Saturdays. c right panel: by hours of day-most of the errors occur at 6 am and 6 pm
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4 Conclusions

In this paper, attempts are made to forecast the price of hourly electricity day-ahead
market of IEX. The primary approach of visualizing historical data at different time
zones (peak, Non-Peak, Day, Morning, Night, etc.) and thirteen bid areas and MCP
covering different years give leverages to gauge volatility and the presence of strong
seasonality in the market pricing mechanism. It also indicates the occurrence of very
high as well as low pricing due to several reasons, including shortage of coal, low
hydel power generation, increased demand due to festivity, growth in transmission
and distribution capacity, renewable energy generation, application of charges/Govt.
and other taxes, etc. For fitting the historical price data into suitable models, efforts
are taken to reduce error in forecasting by application of conventional statistical
method and use of the concept of neural network models. It starts with the ARIMA
and SARIMA models and then, to achieve higher forecasting accuracy, ANN is
used for modeling by training the existing dataset. A few of such external factors
like weather data, economic data, demand–supply position, and coal stock/shortage
are considered as inputs to make suitable model for time series prediction. For all
models, the accuracy for forecasting is measured against actual data (test data),
and MAE and MAPE are calculated. MAPE as low as 5.74% in price forecasting is
achieved. However, the weather and economic data at higher resolutions and effect of
other influencing factors as mentioned above could have been considered for further
accuracy in forecasting DAM prices using ANN with external inputs. The findings
of the work can lead to considerable accuracy in forecasting the price of one of the
most essential Indian power exchange, IEX, which may assist Indian power market
players in taking correct decisions.

As the future scope, a GUI (graphical user interface) can be prepared using
MATLAB commands with ANN to forecast Indian power exchange hourly prices
on a day-ahead basis at all its bid areas and MCP. The major exogenous inputs apart
from those already considered in the work like growth in transmission and distribu-
tion capacity, renewable energy generation, application of charges/taxes, etc. can be
considered as future scope of work to improve forecasting efficiency. The models
used in our work may be tested for price forecasting of European markets, which are
quite matured and thus competitive in nature.
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Traffic Density Classification
for Multiclass Vehicles Using Customized
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City
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Abstract Building a trafficmonitoring system for intelligent transportation systems
(ITS) in the developing smart cities has drawn in a mass of consideration in the latest
past. Since the majority of cities in the world are observing the increasing number of
vehicles on the road, they are tending to accept an intelligent transportation system
for resolving tedious issues like traffic density, count of traffic lines and their length,
the standard speed of the traffic, and increase in the number of vehicles during
weekends or for a particular time span in a day. Smart transportation systems are
providedwith traffic pictures and recordings by installed cameras on roads or signals.
Also, different types of sensor-actuator pairs help check and deal with traffic issues.
This paper proposed a method that uses customized convolution neural network
(CCNN) on traffic images to classify images as per the traffic density and thereby
provide driving assistance. The proposed system in the paper canmonitor traffic using
videos captured by installed cameras and then classify the current traffic situation
into categories of high, medium, and low categories. The aim is to use this as a model
to provide traffic density information from various places to expert systems and take
other important decisions regarding traffic control. NVIDIA graphics processing unit
(GPU) is used to parallelize the training process and implement complex deep neural
networks to obtain better accuracy. Performance evaluation of the proposed system
is done on a real-time dataset containing recorded footage of traffic from Pune city
(India) and recorded footage by highway CCTVs at Seattle, WA, obtained from
the Washington State Department of Transport. Experiment results classify traffic
density into high, medium, and low based on existing traffic and predict it correctly
up to 99.6%. Obtained testing accuracy is much better than the results given by
existing algorithms.
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1 Introduction

Machine learning is the study of teaching computers to mimic like a human without
programming them explicitly. Machine learning aims to make computers find the
solution by observing many similar sample examples, a process very similar to how
we teach toddlers. One of the vast areas of research under machine learning is deep
learning. In deep learning, many learning layers are used to find the maximum avail-
able information. For feature extraction,many explicit methods have been developed.
However, the main advantage of deep learning is that it does not require any external
information and can extract the features on its own. Deep learning’s ability to learn by
comprehensionmakes it a very powerful tool. Themotivation behind deep learning is
twofold: (1) in order to mimic the human brain and its deep architecture; (2) the more
depth, the better the efficiency. A few examples of popular deep learning algorithms
are deep neural networks, convolutional neural networks [17], deep belief network
[18], recursive neural network [19], recursive Boltzmann machine [20], etc. Since
traffic congestion and roadblocks are serious problems, especially in India, it would
help if drivers were informed of traffic situations with the help of systems that have
learned to predict traffic density accurately.

Currently, GPS tracking estimates the time required for traveling starting point
A to point B. This drains the smartphone battery. Therefore, the main intend of this
effort is to reduce this burden on a smartphone. The other few objectives of this study
are

• To predict the traffic congestion that will re-route the traffic and prevent further
emergencies that may be generated because of traffic congestion.

• To make the traffic monitoring system more elastic to predict and avoid traffic
congestions in advance and the existing system can adapt according to the traffic
situation.

• To contribute to the smart city concept by predicting traffic congestions in advance
and avoiding it.

Organization of the paper flow as follows: In Sect. 2, it represented the literature
survey for traffic density. Proposed CCNN architecture explained in Sect. 3. An
experiment result on the proposed model is represented in the Sect. 4. Conclusion
with future direction is explained in the last Sect. 5

2 Related Work

The survey shows the variety of applications of CNN which are majorly in areas
of computer vision and image classification. Use of CNN in vehicle type identifi-
cation and vehicle logo detection is well demonstrated in [1] and [2], respectively.
Appearance-based vehicle type classification method is proposed in [1] which uses
frontal view imaes of vehicles. CNN can also be used to identify the vehicle logos



Traffic Density Classification for Multiclass Vehicles … 1017

which then can be verified using combination of SVM and pyramid of histogram of
oriented gradients (PHOG) [2]. Other popular applications of CNN are forest species
recognition [5], handwriting character recognition of Telugu language [6] and for
handwritten digits. It has applications in large-scale image classification [4] and a
lot of scope for research and improvement [3]. Thus, we have decided to utilize
the power of automatic feature extraction of hierarchical features, of convolutional
neural networks for a different-related traffic issue, to predict the traffic density by
image analysis.

In [7], a classifier is designed to distinguish between various types of flows.
Here, the motion of objects like traffic motion is a challenging visual process. Visual
processes have been classified by using a KL kernel for dynamic textures, using
a variety of datasets, including traffic [8]. Hence, we are using the same traffic
flow dataset but the CNN technique to predict the traffic density from the extracted
CCTV frames. System from reference [9] has used automatic detection traditional
asset called intelligent transport systems (ITS). This system internally uses legacy
camera systems and does a manual surveillance of vehicles. Authors have integrated
computer vision techniques on videos captured by installed cameras to extract traffic
information.The systemuses state-of-the-art objects detectors to classify pedestrians,
cyclists, vehicles. Also proposed system is integrated with CNN to classify various
kinds of vehicles. The system can estimate speed of vehicle (also predicted by the
system in [21]) with vehicle count. The approach used in reference [10] proposes a
vehicle detection system for video surveillance. The system calculates results from
busy streets in the city, including different kinds of vehicles. The proposed system in
the paper classifies vehicles in the traffic in three categories, such as light (includes
motorbikes, bikes, tricycles), medium (includes cars, sedans, SUVs), and heavy vehi-
cles (trucks, buses) and able to modify conclusion with motorbikes’ sudden changes
in direction. Authors claim accuracy of 95.3% for detecting traffic density at place.
Reference [11] has identified potential issue of traffic in major city and proposed a
system that is capturing the video data from the installed cameras.

Captured data will be provided to edge computing techniques for vehicle classifi-
cation and counting. Further data are uploaded to the database, based on the number
of vehicles and density; the system will automatically decide green light duration.
Reference [12–14] summarizes the sensors and technologies used in vehicle detec-
tion and traffic estimation. It reviews various traffic detection mechanisms using
intrusive and non-intrusive sensors. Pair of sensors and actuators has a vital appli-
cation in intelligent transportation systems. These modern devices can determine
the vehicle count, location, speed, traffic density, traffic estimation. This paper moti-
vates to use fusion of sensors and computer vision techniques for prediction of traffic
density and better accuracy. In [15], paper has explained how deep learning algo-
rithms used to detect moving objects from satellite images. Also, it explains various
issues like over fitting and low performance which current deep learning algorithms
are facing. This paper insists to use deep neural-based architectures instead of clas-
sifiers with features, and this paper claims to achieve promising accuracy using such
methods. Proposed system also takes help of existing methods like YOLO and faster
region-based convolutional neural networks (faster R-CNNs) to detect vehicles using
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Table 1 WSTD sequential
model

Layer (type) Output shape Parameter #

Conv2D (none, 64, 64, 32) 896

Conv2D_1 (none, 62, 62, 32) 9248

Max_pooling2D (none, 31, 31, 32) 0

Dropout (none, 31, 31, 32) 0

Conv2D_2 (none, 31, 31, 128) 36,992

Max_pooling2D_1 (none, 15, 15, 128) 0

Dropout_1 (none, 15, 15, 128) 0

Flatten (none, 28,800) 0

Dense (none, 512) 14,746,112

Dropout_2 (none, 512) 0

Dense_1 (none, 3) 1539

Total params: 14,794,787
Trainable params:
14,974,787
Non-trainable parameter: 0

different special locations. Results received in this paper are exceptional since it can
identify smaller objects that current latest similar approaches cannot do. The system
proposed in [16] ensembles various classifiers to solve problem of traffic conges-
tion. This system is state of the art since it can reduce traffic congestion, travel
time, fuel consumption, and CO2 emission. There are many methods have been
proposed for traffic density classification and management, and they are producing
promising results (refer Table 1). Few noteworthy techniques used in them are SVM
for classification [28], KNN for two step classification is proposed in [29]. Proposed
system in [30] uses two stages CNN and used softmax classifier. Method from [31]
does automatic feature extraction using deep neural networks. Deep CNN is used for
feature extraction, and SVM is used for classification in [32]. Data augmentation and
normalization are effectively being used in [33, 34] and producing very promising
results. Many systems use combination of different types of sensors with ML to
produce efficient results [35] and also [36, 37] are using DNN to give promising
results. A very descriptive survey of all the classification methods is explained in
[38]. It provides details of classification using different kind of sensors which are
ensemble with modern machine learning techniques.

3 Proposed Architecture

Aside from the design of the traditionalCNNarchitecture [22], several distinct exami-
nation has proposed varieties in different parts of themodel like increases the depth of
convolution layers, average pooling, variations in filter size etc. [23–26]. In presented
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model, customized CNN architecture in a way that that it recognizes and classify the
traffic density images and give up the better results over all the previous methods.
Presented customized CNN model does not put any limitation on the quantity of
different layers; rather, it enhances the number to fulfill the need of the mentioned
issue. Moreover, a different kernel size like 5*5, 3*3 has been utilized for different
convolutional layers. Proposed model can monitor traffic using videos captured by
installed cameras and then classify the current traffic block. The aim is to use this as
a model to provide traffic density information from various places to expert systems
and take further important decisions regarding traffic controlling. NVIDIA graphics
processing unit (GPU) is used to parallelize the training process and implement
complex deep neural networks to obtain better accuracy. Figure 1 shows the general
framework design of proposed model.

CCNN consists of convolutional layers which are followed by subsampling or
pooling layers which is then attached to a fully connected multi-layered perceptron.
It exploits the 2D structure of images. The main aim of CCNN is to provide auto-
matic extraction of hierarchical features from images. Random initialized filters are
used for performing the convolution to reduce input size without loss in features
which is possible by increased number of feature maps. The range of the values of
the filter is a function of the number of input feature maps to the next layer. Usually,
after convolution, pooling is performed. We have used max pooling in which the
maximum value of pixels is considered and represented as a single pixel value. The
feature leads toward the maximum number of features having the similar values.
The finally extracted features are passed on to the fully connected multi-layered
perceptron (MLP) to obtain a classification of the test input. In the proposed system,
the CCNN classifier is used to detect traffic density. We changed the different tuning
parameters in suchway that it is produced the better testing accuracy than the existing.
After acquiring the data, the traffic images are rescaled to pass to layers of CNN.
Each input is passed to convolutional layer and max pooling layer for feature extrac-
tion. The added extra convolutional layers and max pooling layers helped to achieve
the higher accuracy than existing systems. Figure 2 represents the CCNN architec-
ture of proposed system. CNN provides high accuracy for image classification and

Fig. 1 General framework architecture for traffic density classification
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Fig. 2 Customized CNN model

recognition as compared to other algorithms [27]. CCNN model is represented in
Fig. 2.

3.1 CCNN Learning Algorithm

This section will discuss the mathematics behind all the operations discussed above.

1. Convolution operation:

The convolution layer takes the output of the previous layer,
α[l−1]withsi ze

(
h[l−1],w[l−1]

)
as an input, α[0] being the input image. Then,

convolution operator � is used on this input using filter/kernel K.

(α[l−1] � K)x,y =
h[l−1]∑

1

w[l−1]∑

1

Ki,j ∗ α
[l−1]
(x+i−1,y+j−1) (1)

2. Activation function:

To bring the non-linearity in the transformation, after convolution operation,
activation function ψ is used. So the output of the layer will be
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ψ
(
(α[l−1] � K)x,y

) = ψ(

h[l−1]∑

1

w[l−1]∑

1

Ki,j ∗ α
[l−1]
(x+i−1,y+j−1) (2)

Themost popular choices for activation functionψ are sigmoid, tanh, ReLU,
etc. Since other functions suffer from vanishing gradient problem, the ReLU
function is used as an activation function. Hence in this case, output will be

Max

⎛

⎝0, ψ

⎛

⎝
h[l−1]∑

1

w[l−1]∑

1

Ki,j ∗ α
[l−1]
(x+i−1,y+j−1)

⎞

⎠

⎞

⎠ (3)

3. Pooling Layer:

The exact position of the feature in the image is not important. However, some-
times, this spatial information is also recorded. One way to avoid this is to
downsample it. Pooling layer helps us to achieve it. Max pooling technique is
used in our approach. Given a matrix A of size (n1, n2) and pooling filter of
size k, pool operator will find the maximum value of k × k block.

4. Fully connected layer:

The output of the convolution layer or pooling layer will be a 2D matrix due to
the single channel present. To input this to a fully connected layer, we need to
flatten the 2D (3D in general) array and produce the vector. This vector is then
given to a fully connected layer.

Forward propagation: In ith layer, in the forward pass, output vector is calculated
as

A[i] = ψ [i]
(
Z [i]

) = ψ [i](W [i]T A[i−1] + b[i]) (4)

where W [i] : is weight vector for ith layer.
b[i] : Bias term for ith layer.
ψ [i] : Activation functions for ith layer; from this term, it is evident that one can

have different activation functions for different layer. In the proposed system, ReLU
is used for all but one layer, and sigmoid is used for the last layer.

Back propagation: In this phase, error committed in the prediction is inserted into
the network to update the parameters accordingly.

4 Experimental Results

Performance measurement of the presented model is done on real-time dataset
containing recorded footage of traffic from Pune city (India) and recorded footage by
highwayCCTVs at Seattle,WA,which is obtained from theWashingtonStateDepart-
ment of Transport. Experiment results classify traffic density into high, medium, and
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low based on existing traffic and predicting it correctly up to 99% and 99.6%, respec-
tively. The architecture chosen by us is five-layer architecture with varying filter sizes
and number of input feature maps. The number of feature maps for the pair of convo-
lution and max pooling layers is 32, 32, 64, 64, and 64, and the filter sizes for each
of the five pairs of convolution and max pooling layers are 5 × 5, 3 × 3, 5 × 5, 3
× 3, and 3 × 3. The last layer is a fully connected multi-layered perceptron with
two layers which are fully connected and is used to obtain the final classification of
the image into three classes: zero—for low traffic, one- for medium traffic, and two-
for high traffic. Convolution and max pooling process were repeatedly carried out 5
times and 2 times, respectively, to extract the features from the image automatically.
The activation function used was rectified linear unit (ReLU) which is known to give
a better output for complex problems, and the dropout used for the fully connected
MLP is 0.5 to discard some neurons in the training process. The number of output
neurons in our case is 3, for three classes of traffic density.

4.1 The Learning Steps for CCNN Technique Are

• Obtain frames from the CCTV videos using FFmpeg utility.
• Obtain pre-processed input. (extracted pixels which are converted to grayscale

image pixels)
• Normalize the images: 0–1 normalization.
• Perform convolution in convolution layer
• Perform max pooling with pool size (2, 2) to obtain one average from 4 pixels.
• Connect to output neurons through a fully connected MLP.
• Train the CCNN on the training data of traffic images.
• The usual back propagation algorithm is carried out on the convolution neural

network to propagate errors backward.
• Required parameters of the model are obtained after training.

4.2 Dataset

There are two datasets are used to check the performance of the proposed CCNN
approach. In first, WSDT dataset, there are total 13,998 images of size 64 × 64
along with their classes (0, 1, or 2) and out of that 70% used for training and 30%
used for testing. Class wise samples of each class are represented in Fig. 3. The data
were converted to the corresponding grayscale pixels for that image and stored in
.CSV files which were provided as an input for training. The dataset was obtained
from theWashington State Department of Traffic Transportation [8] and used for the
classification of auto-regressive visual processes [7] and consists of videos of real-
time traffic from Seattle, Washington. The frames were extracted from these CCTV
videos by using the FFmpeg Linux utility by specifying the number of images to be
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Fig. 3 Class wise samples of WSDT dataset

captured from the video. The images originally were of size 320* 240 and then were
cropped to 64*64 before converting them to .CSV files. From the presented CCNN
architecture, we have obtained an accuracy of 99% on a dataset of 13,998 images.
Further, we have trained the CCNN on GPUs for 100 epochs.

In second dataset, recorded footage of traffic from Pune city (India) is used which
then converted into images. Total of 920 images of sized 64 × 64 along with their
classes (0, 1, and 2) and out of that 70% used for training and 30% used for testing.
Class wise samples of each class are represented in Fig. 4. The data were converted
to the corresponding grayscale pixels for that image and stored in .CSV files which
were provided as an input for training. From the presented CCNN architecture, we
have obtained an accuracy of 99.6% on a dataset of 920 images.

Figure 5 shows total no. of samples in each category in the WSDT dataset. Class
low label 0 has 4399 images in data, class medium label 1 has 4492 images in data,
and class high label 2 has 4507 images in data. Figure 6 shows Indian dataset the
total no. of samples in each category. Class low label 0 has 298 images, class medium
DR label 1 has 320 images in data, and class high label 2 has 302 images in data.
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Fig. 4 Class wise samples of Indian dataset

Fig. 5 Category wise
WSDT dataset
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Fig. 6 Category wise Indian
dataset

CCNN sequential model WSDT dataset and Indian dataset are represented in
following Tables 1 and 2. Figures 7 and 8 represent the different loss graph at the
time of training. Classification reports ofWSTD and Indian dataset are represented in
Tables 3 and 4. Classification report values are obtained after finding true positives
(TP, presence of object classified correctly), true negative (TN, absence of object
classified correctly), false positive (FP, presence of object classified incorrectly), and
false negative (FN, absence of object classified incorrectly).

Confusion matrix will evaluate proposed classifier based on the obtained TP, TN,
FP, FN values. Precision value explains correct classification of the objects by the

Table 2 Indian traffic sequential model

Layer (type) Output shape Parameter #

Conv2D (none, 64, 64, 32) 2432

Conv2D_1 (none, 62, 62, 32) 9248

Conv2D_2 (none, 62, 62, 64) 51,264

Conv2D_3 (none, 60, 60, 64) 36,928

Max_pooling2D (none, 30, 30, 64) 0

Dropout (none, 30, 30, 64) 0

Conv2D_4 (none, 30, 30, 64) 36,928

Max_pooling2D_1 (none, 15, 15, 64) 0

Dropout_1 (none, 15, 15, 64) 0

Flatten (none, 14,400) 0

Dense (none, 512) 7,373,312

Dropout_2 (none, 512) 0

Dense_1 (none, 3) 1539

Total params: 7,511,651
Trainable params: 7,511,651
Non-trainable parameter: 0
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Fig. 7 WSTD dataset training versus validation loss

Fig. 8 Indian dataset training versus validation loss

Table 3 WSTD classification report

Precision Recall F1-Score Support

Class 0 (low) 0.98 1.00 0.99 1341

Class 1 (medium) 1.00 0.98 0.99 1345

Class 2 (high) 1.00 1.00 1.00 1354

Accuracy 0.99 4020

Micro avg 0.99 0.99 0.99 4020

Weighted avg 0.99 0.99 0.99 4020

Table 4 Indian dataset classification report

Precision Recall F1-Score Support

Class 0 (low) 1.00 1.00 1.00 84

Class 1 (medium) 1.00 0.99 0.99 100

Class 2 (high) 0.99 1.00 0.99 92

Accuracy 1.00 276

Micro avg 1.00 1.00 1.00 276

Weighted avg 1.00 1.00 1.00 276
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classifier; recall is a measure of correct classification of the object from all positive
objects. F1-score is harmonic mean of precision and recall. Support is representing
total sample size. Accuracy of the model is calculated by drawing confusion matrix
and finding count of correct predictions made bymodel from all possible predictions.

Prediction of actual vs predicted images is represented by using the confusion
matrix in Figs. 9 and 10. Table 5 helps to understand the existing accuracies of algo-
rithms, and it can be stated that ensemblemethods andR-CNN are the two algorithms
that give accuracy closer to CCNN algorithm. Result comparison of proposed system
with existing/proposed algorithms is represented in Table 5.

Here, the dataset used for simply density classification. The existing technique
for predicting the travel time involves the use of GPS of users to indicate how much
time a user takes to move from one place to another. Algorithms like blob have been
used in the past, and they simply indicate the number of vehicles that passed, but
location specific information needs to be provided in advance. This paper aims to
eliminate the need for human intervention in traffic density prediction.

Fig. 9 WSTD confusion
matrix

Fig. 10 Indian dataset
confusion matrix
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Table 5 Result comparison of proposed system with existing algorithms

Year and Ref Method Accuracy (%)

(2012) [28] SVM for classification 94.6

(2012) [29] Two step KNN 92.6

(2012) [30] Automatic feature extraction using two-stage CNN 89.4

(2016) [31] Automatic feature extraction by DNN 97

(2017) [32] Feature extraction using DCNN, SVM for classification 89

(2017) [33] Data augmentation, ensemble CNN 97.8

(2017) [34] Data normalization and augmentation 80

(2017) [35] Uses both infrared sensors and ultrasonic sensors;
classification using Bayesian network and neural network

Up to 99

(2018) [36] Advanced DNN 95.46

(2018) [37] ML-based classification 97

(2020) [10] Convolutional neural network 95.3

(2020) [16] Ensemble (fuzzy, KNN, ANN-MLP) 95

(2021) [15] YOLO, faster R-CNN 96.26

Proposed system CCNN 99 and 99.6

5 Conclusion

In this paper, CCNN model is presented for better pattern recognition on traffic
images, to classify images as per the traffic multiclass vehicles situation into high,
medium, and low categories and thereby provide driving assistance. Presentedmodel
does not put any limitation on the quantity of different layers; rather, it enhances the
number to fulfill the need of the mentioned issue. GPU along with CPU is used to
reduce the training time. Performance evaluation of the proposed system is done
on real-time dataset containing recorded footage of traffic from Pune city (India)
and recorded footage by highway CCTVs at Seattle, WA, which is obtained from the
WashingtonStateDepartment ofTransport. Experiment results classify traffic density
into high, medium, and low based on existing traffic and predicting it correctly up to
99.6% on Indian traffic dataset and 99% WA traffic dataset. Due to uproarious and
vulnerability in the comparability a type of vehicle, the presented model sometimes
shows improper results which can be more improved in future.
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U-shaped Transformer for Enhancing
Low-Dose CT Images

Aswin Unnikrishnan, Amal Pavithran, Arpith G. Naik, Abhishek P. Jiju,
and P. V. Sudeep

Abstract Image restoration is an predominant pre-processing step in computer
vision and medical applications. In literature, different image restoration methods
using deep learning have been reported. As a latest development in deep learning,
transformer has proved its practicality in tasks such as machine translation, text
generation, etc. In this paper, we study the performance of transformer-based deep
image restoration for suppressing noise in low-dose CT images. To substantiate, we
perform experiments on publicly available LDCT datasets and evaluated the results
qualitatively and quantitatively.

Keywords Deep learning · Image denoising · Low dose CT · TED-net ·
Transformers · Uformer

1 Introduction

Imaging plays an important role in modern medicine. Although imaging modalities
such as X-rays, computed tomography (CT) scans, MRI, and ultrasound are popular
inmedical diagnosis and treatment, these techniques are often corrupted by unwanted
noise. Image restoration methods eliminate the noise and create high-quality images.
Such images are vital for the visual inspectionof the physicians in identifyingdiseases
and for the post-processing such as image registration, segmentation and object
detection from the images.

Although CT scanning plays a vital role in diagnosis, the ionizing radiation due
to X-rays damages the tissue and DNA and causes cancer [8, 11] to the patient. One
way to tackle this issue is by decreasing the radiation dose. However, the quality of
CT image produced using reduced radiation dose of X-rays is poor when compared
to normal dose CT (NDCT) images. Decreasing the radiation dose or the number of
projection may lead to greater noise and artifacts, which can negatively affect the
radiologists decision and trust.
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In literature, the prior-driven algorithms [13] are reported by using the prior image
data available fromNDCT images for reconstructing the clean image. However, prior
based techniques can be unreliable if the prior image and the current Low Dose CT
(LDCT) image show different structures due to variations over time. Another widely
explored LDCT denoising technique is the Iterative Reconstruction (IR) algorithms.
It merges the statistical properties and prior information from the image data. IR
reconstruction techniques have replaced the classical filtered back-projection (FBP)
in most modern CT scanners. However, IR techniques are computationally costly
and the reconstruction is slow.

In the past, deep neural networks (DNNs) have demonstrated promising improve-
ments in image processing and computer vision tasks. DNNs such as auto-encoders
(AEs) [10], convolution neural networks (CNNs) [3] and generative adversarial net-
works (GANs) [18] are utilized to recover clean medical images from its noisy
versions. Medical images such as LDCT and MRI are usually affected by noise dis-
tributions other than Gaussian during its acquisition which can be removed by using
deep neural networks.

Recently, transformers [14] are proposed in the field of Natural Language Pro-
cessing (NLP) and is still being explored in the field of Computer Vision (CV).
Transformer uses the mechanism of attention. Vision transformer [5] based archi-
tectures have shown superior performance in removing noise from natural images
and RGB images. Inspired by this, we employed U-shaped transformers such as
Uformer [16] and TED-net [15] for LDCT image restoration and compared with
other methods such as RED-CNN [3] and deep image prior (DIP) [13].

The main contributions of the paper are listed below:

• Uformer model is used for LDCT image denoising.
• The Uformer model is compared with convolutional network models like TED-net
[15] and RED-CNN [3] along with DIP [13].

• DIP model is introduced for the first time for LDCT image denoising.
• Uformer model is modified to use single-channel images.

The remainder of this paper is structured as follows: Sect. 2 includes the materials
and methods used in the research work. The popular models used for LDCT image
denoising are RED-CNN [3], TED-net [15] and DIP [13]. The concepts of CNN
and transformer based models is further detailed in this section. Section3 consists
of experiments done in the research work. The architecture of both the Uformer [16]
and TED-net [15] is displayed in this section. Information of the dataset and the
performance metrics used is given in this section. Further the findings of qualitative
and quantitative evaluation is displayed in this section.

2 Materials and Methods

LDCT images are popular medical imaging technique as it reduces the risk of X-
ray radiation to patients when compared with NDCT images. Most of the deep
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learning based LDCT image restoration uses CNNs, and Residual Neural Networks
(RNNs) [3]. Denoising of LDCT images using CNN based architecture [4, 20–
22] has been successful in achieving monumental results, but showed restriction in
attaining long-range dependencies. In order to overcome this problem, few recent
works have explored the use of image transformers in image denoising and have
obtained competitive results with CNN based models.

U-shaped structures with skip-connection are becoming a popular solution for
capturing multiscale information hierarchically for various image restoration tasks,
including image denoising, deblurring and demoireing. This has mostly been fol-
lowed in the case of RGB images and now is being adopted for LDCT images in
models such as RED-CNN [3], TED-net [15] and Uformer [16].

One of the earliest convolutional neural network used for LDCT image denoising
is residual encoder-decoder convolutional neural network (RED-CNN) [3]. RED-
CNN[3] incorporates the notion of deconvolution network [23] and short connections
[6, 12] into the CNN model which assists in sustaining structural details and helps
in training deeper networks. It further replaced the conventional encoder–decoder
structure with residual learning which facilitates the working of the convolutional
and its corresponding deconvolutional layer.

Deep image prior (DIP) [13] method uses a randomly initialized convolutional
neural networks to increasing the spatial resolution an image, using its structure as
image prior. DIP method doesn’t require learning, but produces clean images and
gives close results to state-of-the-art methods.

2.1 Uformer

In [16],Wang et al. proposed a transformer based model for RGB smart phone image
denoising and trained on the SIDD dataset [1]. Uformer [16] uses the hierarchical
encoder-decoder structure and skip connections as shown in Fig. 1a. It replaces the
convolutional blocks with transformer blocks in a U-shaped network. To achieve
a better capture of local dependencies, Uformer uses a modified transformer block
called Locally enhanced Window (LeWin) transformer shown in Fig. 1b [16]. It
uses a non-overlapping window-based multi-head self-attention which reduces the
computational cost compared to global self-attention. To capture local dependencies,
a depth-wise convolutional layer is added between the two feed-forward layers in
the transformer block. The architecture also proposes two variations of the skip-
connection between encoder and decoder by including a self-attention block which
has given competitive results.
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(a) (b)

Fig. 1 Uformer [16] a the model b LeWin transformer block of the Uformer model in (a). Note:
input image with height H and width W

2.2 TED-net

TED-net [15] is a convolution free transformer architecture as shown in Fig. 2 devel-
oped for LDCT denoising. It uses an encoder–decoder structure, Token-to-token
(T2T) blocks [19], and the cyclic shift block [7] to improve the perception of contex-
tual information in the tokens. It further modified the T2T block by adding dilation
to the tokenization process. Thus, it can extract the relation over a larger region and
refine the contextual information fusion.

3 Experiments

To conduct our experiments, we implemented different deep learning models using
Pytorch and trained them on a public medical image dataset. The performance of
different methods are evaluated quantitatively as well as qualitatively. The dicom
images were pre-processed to convert the pixels into Hounsfield unit and make the
slices of uniform thickness.
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Fig. 2 Block diagram of TED-net [15] model

3.1 Experimental Setup

The 2016 NIH-AAPM-Mayo Clinic LDCT Grand Challenge dataset1 which is a
publicly available dataset provided by The Cancer Imaging Archive(TCIA) has been
used for model training and testing. The dataset contains full dose and quarter dose
abdominal CT images of 3mm slice thickness of 10 patients in the DICOM format
with dimensions of 512×512. We randomly extract image patches of size 32×32,
64×64, 128×128, 256×265 from each original image of size 512×512 in every
epoch. Data from patient L506 is used for evaluation and the data which contains
211 images, the other nine patients data is used for the training of the model which
contains 2167 images.

We have used Kaggle2 with NVIDIATESLAP100GPU and a local a workstation
equipped with NVIDIA QUADRO RTX-8000 GPU to train and test these models.
We have trained the model using an embedded dimension of 32 with a window
size of 8, the token embedding scheme used is linear. The loss function used is
Charbonnier Loss [2, 21] with a small hyper-parameter of 10-3. For the estimation
of the quantitative metrics, the images have been truncated to the window of −160
to 240 Hounsfield Units (HU).

1 https://www.aapm.org/grandchallenge/lowdosect/.
2 https://www.kaggle.com.

https://www.aapm.org/grandchallenge/lowdosect/
https://www.kaggle.com
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For comparison, five quality measures were used and they are root mean square
error (RMSE), mean structural similarity (Mean SSIM), feature similarity index
matrix (FSIM) [24], multi-scale structural similarity (MS-SSIM) [17] and Blind/
Referenceless Image Spatial Quality Evaluator (BRISQUE) [9]. RMSE is a measure
of change in the pixel quantity of the original image and the reconstructed image.
Lower RMSE value indicates that the quality of the reconstructed images are supe-
rior. Mean SSIM is a perceptual metric used for computing the similarity of two
images. The visual quality of one image is compared with the other. BRISQUE is
a no-reference image quality assessment technique, which compares the original
image with the default model. Smaller values of BRISQUE indicates a better quality
reconstructed image.

3.2 Qualitative Evaluation

For the qualitative evaluation of the results, we have chosen an random image from
the abdominal scans of patient L506.We have compared it with results fromDIP [13],
RED-CNN [3], TED-net [15] and Uformer [16]. The Uformer model was modified
to work for single-channel dicom images. Also, the model was trained with multiple
patch sizes to find the optimal patch size.

The quantitative measures for the predictions on the particular image in Fig. 3 are
given in the order (RMSE/SSIM/MS-SSIM/FSIM/BRISQUE). By visually inspect-
ing the residual images given in Fig. 5, it is seen that Uformer has the least amount
of error from the ground truth when compared to DIP, RED-CNN and TED-net.

Figure4 illustrates the comparison of deep image prior, RED-CNN, TED-net and
Uformer on a random region of interest highlighted by the red square in Fig. 3a.
Also, we displayed the residual images computed for each of the output images with
reference to the Ground Truth (GT). Our qualitative evaluation indicates the superior
performance of the transformer model over the CNN based methods such as DIP and
REDCNN.

3.3 Quantitative Evaluation

In this section, we report the results obtained via quantitative evaluation. For that, we
compared Uformer [16] model with deep image prior [13], RED-CNN [3], TED-net
[15]. The performance metrics used for quantitative analysis are RMSE, BRISQUE,
SSIM and FSIM. The mean measurements on the testing dataset for different LDCT
denoising algorithms are given in Table1. We can see that from the results obtained
that Uformer [16] performs the best among all the methods under comparison.
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(a) (b) (c)

(d) (e) (f)

Fig. 3 Qualitative comparison of different image restoration methods on LDCT image.
a GT, b LDCT (23.988/0.788/0.940/0.917/31.916), image restored using c DIP [13]
(19.613/0.770/0.935/0.908/80.300), d RED-CNN [3] (15.073/0.860/0.960/0.944/69.948), e TED-
net [15] (14.544/0.848/0.963/0.945/82.023), f Uformer [16] (13.677/0.850/0.965/0.945/76.580)

(a) (b) (c)

(d) (e) (f)

Fig. 4 Comparison of ROI labeled 1 in Fig. 3, a GT, b LDCT, c DIP, d TED-net, e RED-CNN, f
Uformer
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(a) (b) (c) (d) (e)

Fig. 5 Residual images with respect to ground truth in Fig. 3a using a LDCT, b DIP, c RED-CNN,
d TED-net, e Uformer

Table 1 Quantitative measures associated with different LDCT denoising algorithms

Methods RMSE↓ Mean SSIM↑ FSIM↑ BRISQUE↓
LDCT 14.2416 0.8759 0.9548 129.1468

DIP 15.7356 0.8475 0.9174 88.0782

REDCNN 9.8630 0.9053 0.9667 86.7339

TED-net 8.7681 0.9144 0.9687 90.7287

Uformer 8.3226 0.9207 0.9701 92.2257

Also, we computed metrics to measure the performance of the algorithms over the
regions of interest marked in Fig. 3a. Uformer had the lowest RMSE and BRISQUE
values and the highest SSIM AND FSIM values. Thus, the quantitative analysis in
Fig. 7 shows that Uformer is the best performing algorithm compared to TED-net,
RED-CNN and DIP.

3.4 Discussion

As discussed above, the results in Figs. 4 and 5 indicate that Uformer [16] performs
better for enhancing the output of low-dose CT images. This is supported by the
result of the quantitative evaluation in Table1 too. To validate our results, we have
plotted histograms of output images obtained with different methods in Fig. 6. It can
be observed from the histograms that the histogram plotted for Uformer [16] (see
Fig. 6f) has the best match with the histogram of the GT as shown in Fig. 6a.

Figure8 shows the results obtained with Uformer [16] on the abdominal image
for different patch sizes. Figure8a, b shows the presence of artifacts for small patch
sizes of 32×32, 64×64 patches. Artifacting is much lower in the case of 128×128
and 256×256 patch sizes as illustrated in Fig. 8c, d, due to less number of patches.

Besides, it can be noticed in Table2 that the largest patch size has scored the best
result in 4 out of the 5 metrics used for evaluation. Moreover, it can be inferred from
Fig. 9 that the training converges much faster when a larger patch size is used. This
shows that using a larger patch size clearly provides an advantage in the training time
as well as for enhancing the overall result.
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(a) (b) (c)

(d) (e) (f)

Fig. 6 Histogram of image a ground truth, b LDCT, c DIP [13], d RED-CNN [3], e TED-net [15],
f Uformer [16]

(a) (b)

(c) (d)

Fig. 7 ComparisonofROIsmentioned inFig. 3a in termsof aRMSE,bSSIM, cFSIM,dBRISQUE
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(a) (b) (c) (d)

Fig. 8 Zoomed image of the ROI marked in Fig. 3a abdominal image for different input patch sizes
in Uformer, a 32×32, b 64×64, c 128×128, d 256×256

Fig. 9 Variation of PSNR
with epoch during network
training for different patch
sizes

0 50 100 150

26

28

30

32

34

Epoch

P
SN

R
(d
B
) 32×32 Patch

64×64 Patch
128×128 Patch
256×256 Patch

Table 2 Quantitative measures obtained for Uformer with different patch sizes

Patch size RMSE↓ Mean SSIM ↑ MS-SSIM↑ FSIM↑ BRISQUE↓
LDCT 14.2417 0.87594 0.9694 0.9548 129.1469

32 8.6049 0.9175 0.9821 0.9691 91.3320

64 8.5757 0.9173 0.9822 0.9692 89.8556

128 8.3910 0.9195 0.9828 0.9693 89.6947

256 8.3226 0.9207 0.9830 0.9701 92.2258
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4 Conclusion

Uformer [16] is able to capture the image features more accurately with the help
of the depth-wise convolution blocks. This leads to faster convergence and fewer
epochs for training than TED-net [15]. With the same training time, Uformer [16]
has achieved better results than TED-net [15]. It is noted that U-shaped deep learning
models are seen to performwell for LDCTdenoising tasks. The training time required
for Uformer [16] to train the model is very less and is able to outperform TED-net.
When compared to DIP, RED-CNN [3] and TED-net [15], Uformer [16] offers the
best result. The use of transformer-based models in medical image processing is a
field that has not been explored to its full potential. The recent works in the field
such as that of Uformer [16] and TED-net [15] show that they have great potential
in enhancing LDCT images and its application needs to be explored further.
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Vehicle-Type Classification Using
Capsule Neural Network

Deepak Mane, Chaitanya Kharche, Shweta Bankar, Swati V. Shinde,
and Suraksha Suryawanshi

Abstract Vehicles include cars, bikes, buses, aeroplanes, space shuttles, cycles and
many more. Vehicle detection and vehicle-type recognition is a practical application
of machine learning concepts and is straight away applicable for different tasks in
a surveillance system of the traffic contributing to a smart surveillance. We will
broach the functioning of instinctive vehicle-type identification using static image
datasets. We have put forward Capsule Neural Networks for the identification of
vehicle types by consolidating capsules to overcome drawbacks posed by CNN and
its counterparts where CNN pooling loses significant data while modern processes
can overcome this still image reconstruction is a tedious task. Capsule Network takes
into different consideration delineations of object orientation, possie and relates its
approachwith inverse graphicsmaking object recognitionmore efficient and accurate
and significantly increasing classification performance.

Keywords Capsule network · Intelligent traffic system · Pattern recognition ·
Vehicle-type classification

1 Introduction

Vehicle-type Classification has been one of the emerging subjects in the field of
Intelligent Transport System. It has an extensive variety of implementations ranging
from surveillance monitoring control systems to computing vehicle circulation to
intelligent parking administration. This allows concerned administrations to identify
and manage several means of transit. Conventional systems employ cameras and
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sensors [1], but as these systems employ camera’s we are given the opportunity
to employ image-based techniques with garner more attention nowadays. Various
techniques have been suggested and employed successfully, namely prototype-build
and aspect-build techniques. Prototype-build approach computes the length, height
and width specifications and utilizes that to redeem a 3D view of the vehicle’s image.
Also, aspect-build techniques are based on withdrawing attributes constituting the
vehicle aspects to identify the vehicles. While the preponderance of identification
process requires side-view vehicle images, we will use images consisting of a frontal
view image of a vehicle. A mechanism is put forward that recognizes its correct
type. Since several surveillance cameras are fixed at numerous places, it is possible
to get front view images of the vehicles. These types of images are not difficult
to classify [2]. Several algorithms have been developed such as Oriented Contour-
Based Algorithm which is a shape matching algorithm that makes use of arrays of
prototype images which are flipped versions of original images [3]. Another being
Capsule Networks for Dynamic Routing where the goal was relation extraction in
a multi-instance learning environment for entity relations and recognition [4]. In
2018, a SVM-based vehicle recognition model is proposed on single framework,
which got the 91% accuracy on BIT vehicle dataset [5]. Initially, deep learning CNN
algorithms produced state-of-the-art results in many image-based applications [6–
10]. In another case, an IoT-basedSensorwas developed forAccidentDetection using
CNN for detecting Driver Drowsiness, Driver Distraction and Pedestrian Detection
[11]. Previously, CFCNN method was used combining the advantages of FHSNN
and CCNN [12]. But here we made use of Capsule Networks which aptly overcomes
the shortcomings of CNN. Capsule Networks depends largely on modelling the
relationships which are hierarchical in apprehension of an image to imitate how man
learns. This one is a new perspective embraced by conventional neural networks.
One major field where Capsule Networks come out on top is they can distinguish
and identify rotational invariance, which CNN could not [1].

From the Fig. 1 images, we can say that our brain can see the image of the car from
single angle and still we can evaluate and conclude that these different angled images
of cars are actually the same car. Here, Capsule Networks have an advantage over
the CNNs. In this paper, BIT vehicle standard dataset considered and its classified
vehicles into 5 different categories (Bus, Minivan, SOV, Truck and Sedan) which is
represented in Fig. 2.

Organization of the paper flow is as follows: Sect. 2 represented the proposed
capsule architecture. An experiment result on the proposed model is represented in
Sect. 3. Conclusion with future direction is explained in the last Sect. 4.

Fig. 1 Multiple angle images of a car
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Fig. 2 Different vehicle types into which we will classify the data from BIT dataset

2 Capsule Neural Network Architecture

Capsule Network schematic is represented in Fig. 3 and layer-by-layer flowchart of
proposedArchitecture is represented in Fig. 4. The architecture of theCapsuleNeural
Network mainly consists of the encoder and the decoder. In it, firstly an image of the
vehicle is taken as an input by the encoder and then it graphs to represent the same
image into a 16 dimensional vector. This vector has all important informationwhich is
crucial to manifest the image. Then, the features are diagnosed by the ConvNet Layer
which are later analysed by or capsule network. The lowest capsule layer which is the
primary layer contains the 32 distinct capsules each applying results of the preceding
one to generate 4D vector as an output. The higher capsule layer which is routed
by the primary one gives as a result 16D vectors that has substantiation parameters
necessary for object reconstruction. Secondly, the decoder takes this vector from
the higher capsule and learns to decipher the parameters included in the vehicle
image given to it. Euclidian distance vector is calculated by the decoder. It indicates
how close rebuilt feature is in comparison with original one which is trained since
beginning. Capsule has the only information which is useful to identify the car. It
is an easy-to-understand neural network. It has 3–4 Fully Connected Layers. These
networks train to rebuild the given image by reducing squared variance among rebuilt
and the image provided earlier.

CapsuleNetworks are unique in the sense that theyovercome rotational invariance,
which is an inherent difficulty faced by CNN’s making CNN unable to identify
features relative to the original source. The Novelty of Capsule Network lies in that
we group the neurons together and train them as a single unit while in a CNN we

Fig. 3 Capsule network architecture schematic
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Fig. 4 Layer-by-layer flowchart of proposed architecture

focus on training the neurons individually. Capsule Network are better because it
takes into account the features based on their shape and descriptive “vectors” such
as position, size and orientation relative to the image they are extracted from, while
CNN isolates the features after extraction and computes “individual probabilities”
and then adds them for classifying the full image.

2.1 Learning Algorithm for Capsule Neural Network

Step-by-step description of the proposed model is described in following steps.
Step I: Matrix Multiplication is carried out between the two consecutive layers.

The information of the non-linear relationships is ciphered. This information shows
possibility of label identifications.



Vehicle-Type Classification Using Capsule Neural Network 1047

Step II: Scalar Weights is a stage where capsules of the low level modify their
weights in accordance to the capsules of high level in order to match with their
weights. The capsule of the higher level forms the graph of the distribution of the
weight accepting greatest allotment. These convey to one another bydynamic routing.

Step III: Dynamic Routing is the process in which capsule of low level transfers
its data to main capsule. All the data is transferred to the most fitting capsule in
their according and the one which receives majority data is considered as a parent
or main capsule. Weights are then assigned by this parent capsule in same manner.
To acknowledge dynamic routing more properly, consider giving capsule network
an image of a vehicle. The difficulty may arise in recognizing the car’s roof. Hence,
the capsules inspect the image, particularly its constant portion. They arrange the car
frame, doors and roof of the car. The conclusion of whether the object is a car or not
is done first. Further, it is sent to high level capsules.

Step IV: Vector to vector non-linearity occurs dynamic routing comes to an end.
Then, the information is squashed, i.e. information is compressed. It lets us know
the possibility of capsule identifying the vehicle.

3 Experimental Results

Performance: We have used the BIT vehicle dataset for our vehicle classification
using Capsule Neural Network. This dataset consists of total samples of 9850 which
includes bus, truck, SUV, sedan and minivan. The Capsule Neural Network gives fit
here best because of encoding the information about components of vectors done by
capsules.We have obtained this primary capsule by implementing four convolutional
layers. The dataset is categorized as 558 of buses, 822 trucks, 1392 SUVs, 5719
sedans and 1359 minivans. From this entire dataset, 7883 samples were chosen for
training model and the remaining 1967 samples were used for testing. The confusion
matrix is shown below in the Fig. 3. You can also see the classification report in Table

Table 1 Classification report

Precision Recall f1-score Support

0 0.92 0.91 0.91 111

1 0.91 0.88 0.89 164

2 0.91 0.95 0.93 278

3 0.98 1.00 0.99 1143

4 0.93 0.86 0.89 271

Accuracy 0.96 1967

Macro avg 0.93 0.92 0.92 1967

Weighted avg 0.96 0.96 0.96 1967
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Table2 Comparative
analysis with existing
algorithms

Year and reference Employed architecture Accuracy (%)

2004 [13] Rigid structure
approach

82.7

2011 [14] Probabilistic neural
network

78.3

2012 [15] PCA with
self-clustering

87.6

2014 [16] Convolutional neural
network (CNN)

88.8

2015 [17] Laplacian filter and
CNN

89.4

2017 [1] Support vector
machine

91.08

2018 [18] CNN 93.6

2020 [7] CCNN and FHSNN 94.26

2021 Capsule network
architecture

99.4

1 given below. The testing accuracy achieved was 99.4 which is comparatively much
better than all previous algorithms mentioned in Table 2.

Step I: Firstly, the libraries which are necessary should be defined. Below given is
the snippet of importing dataset and libraries. We have imported BIT vehicle dataset
which consists of 9850 samples. It has various images of vehicles of 5 different types.

Step II: Keep a holder of channel as 1. Now start defining the capsule by defining
two ConvNet layers from the start and reshape the result from the second ConvNet
layer for achieving output of the primary capsule. Do same with the second capsule.

Step III: Define a squash function which will squash vectors.

Vj =
∣
∣
∣
∣Sj

∣
∣
∣
∣
2

1 + ∣
∣
∣
∣Sj

∣
∣
∣
∣
2

Sj
∣
∣
∣
∣Sj

∣
∣
∣
∣

(1)

Step IV: Now, we will define the capsule. Calculate the resultant vectors as both
layers one and two are in connection. Using primary capsule project result of first
capsule.

Step V: Now perform routing. We perform 2 round routing and define the
placeholder for the label. Below is the routing algorithm.

1: ROUTING (ûj|i, r, l)
2: For all capsule i in layer m and capsule c in layer (m+1): bi j,
3: for n iterations do
4: for all capsule i in layer m: ci←softmax(bi)softmax computes Eq. 3
5: for all capsule c in layer (m + 1): sj←�ici|jûj | i
6: for all capsule c in layer (m + 1): vj← squash(sj) Dsquash computes Eq. 1
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7: for all capsule i in layer 1 and capsule c in layer (1 + 1): bij← bij + ûj | i.vj
8: return vj

Step VI: 2 or more different images can be compared now that we have computed
the routing and placeholder for the said label and we will now define the margin loss.

Step VII:Here, we define the values and encode the labels in addition to the output
capsule.

We get the matrix of shape after we have defined the norm and reshaped it. As
stated earlier, we have computed the loss and the final loss is calculated by taking
the means of these

Lk = Tk max
(

0,m+ − ||Vk ||
)2 + λ(1 − Tk)max

(

0, ||Vk || − m−)2
(2)

Step VIII: Defining the decoder is the next step after margin loss calculation;
here, we have 3 fully connected layers using feature maps and other information for
reconstructing the image which will be passed as a vector by the encoder.

Step IX: After the defining the decoder and completing the reconstructing part as
well as reconstructed loss. Final loss will be calculated at last by combining Margin
loss and Reconstruction loss.

Step X:Now the final step is to train the capsule network and compute the accuracy
and loss.

Step XI: Perform Step I to XI for all image.
Figures 5 and 6 represent the results of the accuracy graph for both the testing and

training sets. The lighter line is for the training dataset while the darker line is for
the testing dataset. Final testing dataset evident from the Graph is shown in Fig. 5.
In Fig. 6, the loss graph represents data in a similar manner the lighter line for the
training dataset and the darker for the testing dataset. The Loss is minimized further.
This indicates the Model works as intended, and the network has optimal fitting.

Confusion Matrix represents the comparison between vehicle actual sample class
verses predicted output vehicle class values is presented in Fig. 7. The Data/Images
has been classified into 5 classes, and the aboveConfusionMatrix represents howwell
theModel has classified the images. It also indicates howsomedatawasmisclassified,

Fig. 5 Training vs testing
accuracy graph
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Fig. 6 Training vs testing
loss graph

Fig. 7 Confusion matrix

although such errors were kept to a minimum and did not affect the accuracy of the
Model.

Classification report shows us the precision and recall and different parameters as
shown in Tables 1 and 2 and compares the results achieved by using capsule network
with previously proposed architecture along with each of their accuracies.

4 Conclusion

In this paper, presented a Capsule Network which proves to be a proficient object
detection technique besting all previously employed techniques while retaining
important data and improving efficiency. Overcoming rotational invariance has been
one of the biggest positives of capsule network. Due to their complex nature, this
is still a relatively newer approach but owing to its accuracy it has shown great
promise and will continue to get better. One key difference lies where it differs in
its approach from neural network. They will get faster and better and become the
standard for image detection and classification problems. BIT Dataset was used
here and we achieved an accuracy of 99.4% which is outstandingly better than
previous approaches and while other approaches do produce inaccurate results due
to unwanted noise, this problem has been overcome delivering superior results.
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Trend Prediction of Power Transformers
from DGA Data Using Artificial
Intelligence Techniques

A. S. Kunju Lekshmi, Deepa S. Kumar, and K. Sabeena Beevi

Abstract Oil-immersed power transformer being a vital component in power
system, any type of faults in the transformer can cause severe outage. Therefore,
continuous monitoring of its in-service behaviour should be done to improve the
performance of the power system by avoiding catastrophic failures. Predicting the
dissolved gas level in transformer oil is essential for detecting a developing fault
in the transformer. Artificial neural network (ANN) is a powerful tool for applica-
tion of establishing the power transformers’ fault prediction. In this paper, the long
short-term memory (LSTM) model was established to predict the future values of
DGA data based on the historical gas concentration rates. Then, the accuracy and
factors influencing the LSTM model are analysed with classical regression models
and machine learning techniques. This selected machine learning approach using
LSTM yields a satisfactory result. It can make a reliable prediction and detection of
transformer health conditions with respect to generated combustible gas rate.

Keywords Dissolved gas analysis (DGA) · Long short-term memory (LSTM) ·
Artificial neural network (ANN) · Fault diagnosis · Neural network · Power
transformer testing

1 Introduction

Power transformers are one of the most critical equipment in the transmission and
distribution sectors of a power system. Therefore, a safe and stable operation is
necessary for the regular and reliable operation of the whole power system [1].
Transformers that are constant in operation are affected by various types of stresses,
such as electrical and thermal stresses; as a result, it will affect the normal operation
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of the transformers. These stresses lead to the breakdown in the power system,
which might produce financial losses and social harm to the power industry, and
inconvenience to the consumers. The liquid insulation in the form of mineral oil is
used as a cooling agent [2]. The solid insulation is in the formof impregnated cellulose
or paper [3]. The stresses inside the transformer will result in the decomposition of
the insulation materials and lead to the generation of specific gaseous products. The
liquid insulation, i.e. transformer oil, when heated up due to the faults, decomposes
and generates gases like hydrogen (H2), methane (CH4), acetylene (C2H2), ethylene
(C2H4), and ethane (C2H6) and decomposition of solid insulation, i.e. cellulose will
generate carbon dioxide (CO2) and carbon monoxide (CO) [4].

The generation of these gases would reduce the quality of the transformer oil; as a
result, its properties as coolant and insulator get affected, which may result in trans-
former failures. This issue can be prevented bymeasuring the amount of gas dissolved
in the transformer’s oil at regular intervals during its operation.Dissolved gas analysis
(DGA) has become a widely established diagnostic approach for detecting internal
problems in transformers [5]. By evaluating the production of gas concentration in
the transformer oil, the approach is particularly sensitive and gives an early sign of
impending defects. The composition and rate of the gases formed depend on the
types and severity of the faults. Different types of conventional DGA [6] are key
gases, other ratios, and graphical representation methods. So by the gas analysis, it
will provide information for the evaluation of any fault and increase the chance of
finding a necessary maintenance schedule.

Traditional methods are not always easy to carry out because of the variable nature
of the gas concentration and the operational nature of the power transformer. Even
though the reliability of the DGA methods is limited due to several factors such
as lack of expert knowledge about the diffusion process of gases and sampling of
service oil and also due to several complex procedural steps in oil chromatography,
there is great chance where the gases may be escaped during sampling, which will
lead to reduced accuracy of the DGAmethod to detect the correct type of fault [7–9].
Thus, forecasting the gas concentration rate is vital for early detection of the incipient
failure in the transformer by sending early warning signals to maintainers about the
status of the transformer.

In earlier times, a traditional regression method, ARIMA is used to predict time
series data due to its high reliability and simplicity structure. But the performance
of the model has been limited in forecasting due to certain drawbacks such as less
accuracy for short-term forecasting and high error values. Recently, various types of
artificial intelligence techniques have been used to implement a time series predic-
tion model and acquired good results, such as artificial neural network (ANN) [10],
Recurrent Neural Network (RNN) and long short-term memory (LSTM). However,
all these classical regressions andAImethods possess certain drawbacks, i.e. training
speed of ANN is slow, prediction accuracy is low, it is easy to fall into the local
minimum point, and a large number of training samples are needed in training [11].
A Recurrent Neural Network (RNN) could be a form of Neural Network within
which the output of every layer from the previous time step is given as an input to
the present time step. LSTM stands for long-term memory (LSTM); it is a suitable



Trend Prediction of Power Transformers from DGA Data … 1055

method for dealing with statistical prediction and time series data. It is a specific
generic form of RNN, where RNN is a standard cyclic neural network.

The essential theory of the use of dissolved gas analysis is introduced in Section
II followed by general introduction. The Duval triangle technique is depicted in
Section III. The various time series forecasting techniques are discussed in Section
IV. The proposed solution is presented in Section V. The experiment and its results
are discussed in Section VI. Its findings were confirmed by comparing them to other
models, and Section VII provides the conclusion of the work.

2 Application of Dissolved Gas Analysis

Some of the potential faults in a transformer are over-heating, partial discharge, and
arcing. They produce a range of gases. The concentrations and composition rates
of these gases can be used to identify and estimate the type and the severity of the
faults.

Table 1 shows the fault indication with respect to generated gas concentration due
to localized material breakdown of the insulation system under high voltage stresses.
D1 is the low-energy arcing discharge that induces turn perforation or formation of
carbon particles in the oil, D2 is the discharges in paper or oil insulation, leading
to the massive formation of carbon particles, and in some cases, this can results
in instrument tripping. DT is the intermediate fault, with a mix of thermal and low-
energy electrical faults. T1 is the thermal faults in oil or paper below 300 °C that turns
the paper brown in colour. T2 is the thermal faults in oil or paper insulation between
300 °C and 700 °C, leading to carbonization of paper. T3 is the thermal faults in oil,
and in paper, above 700 °C leads to carbonization of oil. The catastrophic failure
will lead to a power failure, and the power system will be damaged, which will bring
huge economic loss and social harm.

The traditional method is not always an easy task due to the variability of gas
data and the operational nature of the transformer. Due to the complex operation of

Table 1 Type of fault indication with respect to generated gas rate

Fault Gas concentration rate in percentage value

H2 CH4 C2H4 C2H6 C2H2 CO/CO2

PD 85 13 1 1 0.1 0.2

D1 > 30 6 < 20 3 80 < 0.01

D2 60 5 3 2 30 < 0.01

T1 2 16 19 63 0.01 < 0.01

T2 > 2 16 63 19 0.01 < 0.01

T3 70 8 20 10 0.2 < 0.01

DT 6.7 1.2 < 0.01 < 0.01 < 0.01 92
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the oil chromatography, the gases may be escaped during sampling. Prediction of
gas concentration in oil is vital for early incipient fault detection of a transformer by
sending early warning signals.

3 Duval Triangle Method

TheDuval trianglemethodwas advanced in the early 1970s which is demonstrated in
Fig. 1. This method is based on the usage of three gas concentration, such as methane
(CH4), ethane (C2H4), and acetylene (C2H2), with respect to the growing energy
levels of gas generation rate. Generally, there are two major types of incipient or an
inner fault occurs in the power transformers which are thermal and electrical.

%CH4 = 100 ∗ x

(x + y + z)
, where x = [CH4]in ppm (1)

%C2H4 = 100 ∗ y

(x + y + z)
,where y = [C2H4]in ppm (2)

%C2H2 = 100 ∗ z

(x + y + z)
, where z = [C2H2]in ppm (3)

The three sides of the triangle illustrated in Fig. 1 are denoted in triangular coordi-
nates as x, y, and z from 0 to 100% for each gas act for the relative proportions of CH4,
C2H4, and C2H2 concentration in ppm, respectively. To find the transformer state or

Fig. 1 Duval triangle
method
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diagnose which kind of fault was materialized from Duval Triangle method, firstly
calculate the percentage rate of each three gas from its concentration in ppm using
Eqs. 1–3. The value of parameters such as x, y, and z should always be in between 0
and 100%, and the sum total of these values should be equal to 100%. Then take out
the lines for %CH4 value aligned to the C2H2 line, %C2H4 value aligned to the CH4

line and %C2H2 value aligned to the CH4 line on the specially designed graphical
plot. Then take out intersection of all three lines for its percentage rate would inform
the type of fault responsible for the DGA data results in the transformer.

4 Model Description

One of the most generally used predictive analytics models is the forecast model
which compact the estimating numeric value for new data depend on training from
historical data. This section demonstrated the structures of classical regressionmodel,
ARIMA, and artificial intelligence techniques such asANN,RNN, andLSTMmodel.
All these commonly used prediction models such as the classical regression model
and advanced model Artificial Intelligence techniques possess their own advantages
and disadvantages.And depending on the kind of problems to be solved and by proper
selection of appropriate models, we can efficiently use these models effectively.

4.1 ARIMA

ARIMA is one of the foremost and generally used time series models, and it stands
for Autoregressive Integrated Moving Average [12] which is applied to forecast data
that happens over a period of time. This model is used to forecast future data in a
time series with better understanding of the past data where a time series is a pattern
where a metric is denoted over intermittent time intervals. The prediction for a given
time series data is based on its past values, i.e. its own lags and the lagged forecast
misimpression. An ARIMA model is generally featured by using three terms such
as p, d, and q. The term ‘p’ is denoted as order of the AR term, ‘q’ is denoted as
the order of the MA term and ‘d’ is represented as the number of differencing that
required to make the time series stationary.

The term ‘AR’ represented for auto-regression, which shows an attenuation that
involves regression on its own lagged values, i.e. it predicts future values based on a
linear combination of past values based on below equation:

Yt =∝ +β1 ∗ Yt−1 + β2 ∗ Yt−2 + . . . + βp ∗ Yt−p + ε1 (4)

In above Eq. (1), Yt represents function of the lags of forecasted values, α is a
constant value or the intercept term, β1 is the coefficient of first lag value, and Yt−1

is the first lag value of the time series data and is the error term. The term ‘I’ denotes
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integrated part, whichmeans it gives the difference between current static data values
and its previous values. And the term ‘MA’ denotes the moving average part, which
shows the correlation between an observed value and a residual error of lagged values
from a moving average applied to previous observations values.

Yt =∝ +ε1 + ∅1 ∗ εt−1 + ∅2 ∗ εt−2 + . . . + ∅p ∗ εt−p (5)

In short, an ARIMA model is a type of regression method where the time series
datawasfirstly differenced at once or twice tomake it stationary for further processing
and combine the AR and the MA using above Eqs. (4) and (5) terms to generate the
forecasted values to give the overall mathematical equation.

So, in general form we can denote ARIMA model using equation as:
Forecasted (Yt) = Constant + Linear combination Lags of Y (for lags) + Linear

Combination of Lagged forecast errors (for q lags).

4.2 Neural Network

A Neural Network is a network of neurons which are in layers as shown in Fig. 2.
Multilayer feed-forward back-propagation algorithm is selected as the network
configuration. The inputs form the input layer, outputs form the output layer, and
an in-between layer of hidden layer that have hidden neurons where every type
of calculations and character extractions carried out. Outputs are taken by a linear
combination of the inputs that we give to the input layer. This topology structure
of network has a fundamental role in the performance of the neural network. The
essential idea of neural network depend on fault diagnosis is nonlinear mapping. It
is surmise that the link between the input vector ‘X’ and the output vector ‘Y’ are

Fig. 2 NN architecture
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Fig. 3 Neuron representation in a neural network

defined by the physical nature of the problem and this link can be represented by a
number of input–output pairs to the input and output layers, respectively.

Each neuron on each layer in the neural network can be represented as shown in
Fig. 3, and the equation that relate the mathematical behaviour of the neuron is given
by:

y = g(

n∑

i=1

wi ∗ xi + b) (6)

where ‘n’ represents the number of inputs of the neuron in input layer, ‘Wi’ represent
the weight associated with the ith input, ‘b’ represents the threshold or bias value
associated to each of the neuron, xi denotes the ith input of the neuron, g(x) denotes
the activation function the neuron, and ‘Y ’ is the output of the neuron.

4.3 Recurrent Neural Network (RNN)

Recurrent Neural Network (RNN) is a type of Neural Network in which the output
of each layer from the previous step is fed as an input to the current step, as shown
in Fig. 4 [13]. In conventional NNs, all the inputs and outputs are independent of
each other, but in cases like when it is required to predict the subsequent data of
particular sequences, the previous value of knowledge is required, and hence, there
is a desire to recollect the previous data values [14]. Thus, RNN came into existence,
which solved this issue with the assistance of an intermittent hidden layer, i.e. RNN
provides a really useful way of addressing statistic sequential data that have the
correlations between data points that are drawn in the sequence with respect to time
intervals. The most important feature of RNN is its hidden state, which remembers
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Fig. 4 Recurrent neural
network architecture

necessary information from the previous sequence data. The outstanding structural
characteristic of RNN is its feedback circuit with time delay function.

The RNN structure consists of multiple fixed activation function units, one for
every time step. Each unit contains an internal state which is named because of
the hidden state of the unit. This hidden state provides the past knowledge of the
network’s information at a given time step. This hidden state is updated in steps in
the learning process.

5 Methodology

LSTM stands for long short-term memory, and it is a very good method for dealing
the time series prediction [15]. It is a specific generic form of Recurrent Neural
Network (RNN), where RNN is a common cyclic neural network as we discussed in
the above section.

Thus, the most important feature of RNN structure is its hidden state, which
remembers some information or past states about the sequence. LSTM, in its core
function, retains the input data information that has already been passed through it
at the time of training using the hidden state [16]. Structurally, it is a connection
of many RNN units or memory blocks and each block consist of one recurrently
connected memory cell and its three gate units as shown in Fig. 5, where these gated
cells can act on the received input data by throwing or keeping the information based
on the importance of the data element to solve the vanishing gradient problem, which
commonly occurred in basic RNNmodels. Each RNN network module contains one
or more self-correlated memory cells and three-door units such as input gate, forget
gate, and output gate. The forget gate decides which information should be forgotten
or needs attention. The current input x (t) and hidden state h (t-1) values were passed
through the sigmoid function along with their respective weight and bias matrix
values. The Sigmoid function produces output values in between 0 and 1. The output
from the forget gate is given by Eq. (7), and it concludes whether the part of the old
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Fig. 5 LSTM-RNN cell
architecture

output is necessary or not (by giving the output closer to 1). This value of f (t) will
later be used by the cell for further multiplication with the previous cell state values
as in Eq. (8).

ft = σ(Wf ∗ [
ht−1, xt

] + bf (7)

C0
t = ft ∗ Ct−1 (8)

Input gate i(t) determines which cell should be updated and the cell state at current
time node as in Eq. (9). Cell state C(t) gives what to keep or thrown from memory
with help of both forget and input gate, the cell state at current time node as in Eq. (9).
Cell state C(t) gives what to keep or thrown from memory with help of both forget
and input gate.

it = σ(Wi ∗
[
ht−1, xt

] + bi (9)

Ct = tanh(Wf ∗ [
ht−1, xt

] + bc (10)

Ct = C0
t + it ∗ Ct (11)

where f (t) represents forget gate, it represents an input gate, O(t) represent output
gate, h(t) represents hidden state, C(t) represents cell state, h(t − 1) represents
previous hidden state, C(t − 1) represent previous cell state and x(t) represent the
current input. Wf , Wi, Wo, and Wc represents the weights matrix corresponding to
different gates, and bf , bi, bo, and bc represents the bias of different state gates.

Finally, the new cell state C(t) and new hidden state h(t) are calculated using Eqs.
(11) and (13). The overall working of the LSTM-RNN can be concluded such as
the forget gate determines which necessary information from the previous steps is
needed. The input gate decides what information should be added or kept from the
current step, and the output gates finalize the next hidden state.
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6 Results and Discussions

This paper takes the historical oil chromatography dataset collected by 220 kV trans-
former oil for a period from 31/05/2011 to 20/05/2020 from Power Grid Corpora-
tion of India Ltd (PGCIL), Thiruvananthapuram, to perform this experiment. The
sampling interval is each month. A total number of 3285 data samples are used for
each gas. To evaluate the accuracy and validation of the prediction model proposed
in this paper.

RMSE =
√√√√

n∑

i=1

(
y�

i − yi
)2

n
(12)

where y�

i is the predicted or forecasted values, yi is the actual or real values, and n
is the number of data samples used for forecasting.

6.1 Prediction Results

In Fig. 6, it shows the time series plot for ethylene gas concentration with actual
and forecasted concentration values over months. Here, we forecasted the next five
days’ gas concentration rate with the available past data values, and by the analysis
of this plot, it is clear that the predicted trend of concentration rate has an increasing

Fig. 6 Time series plot for C2H4 gas concentration
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Fig. 7 Predicted versus actual concentration

Table 2 Comparison of
actual data with forecasted
data

Sl. No. Type of dataset Forecasted value

1 Data from oil chromatography 30

2 Forecasted data using ARIMA 26.1

3 Forecasted data using LSTM 26

nature over the period of monthly interval. The comparison graph for the predicted
and actual occurred data for ethylene gas is shown below in Fig. 7.

In Table 2, it shows a comparison table of the forecasted data values for unseen
or upcoming values using LSTM model with the actual measured data using oil
chromatography test. It is clear that the forecasted data using LSTM model is very
closer to the data that found out from the DGA method than classical regression
method or other machine learning technique used here. In other words, we can say
that the deviation level of value between the actual and predicted values is smaller
in using LSTM.

In Fig. 8, the curve for learning looks like a good fitting and the learning curve for
validation loss shows some noisy behaviour. The root mean square error is 1.05%
for ethylene gas. From Table 2, it is clear that the root mean square error value of
the LSTM method is lower than the classic regression ARIMA model and Neural
Network (NN)model. Therefore, it can be concluded that the use of LSTM to predict
power transformers’ gas concentration has high stability and reliability.
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Fig. 8 Validation curve

7 Conclusion

DGA is a popular and efficient tool for identifying fault types in an oil-filled power
transformer. The presentwork uses deep learning techniques to forecast theDGAdata
to diagnose the internal abnormalities of the oil-filled power transformer. In thiswork,
we evaluated and compared the performance of LSTM deep learning methodology
with classical forecasting methods such as ARIMA and Neural Network models
for time series DGA data prediction. The performance is evaluated on a benchmark
dataset collected from PGCIL, Thiruvananthapuram, through an oil chromatography
test using accuracy and error measures. The results showed that unidirectional LSTM
networks produced a better performance for predicting DGA data. The results also
showed the superiority of deep learning methodology over shallow neural networks.
Overall, LSTMnetworks attained better performance and convergence for both short-
and long-term predictions. This proposed method could be applied to identify the
inner faults in power transformers. The experimental analysis and results show the
potential of the proposed model to forecast and detect the incipient fault of the power
transformer.
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Artificial Intelligence and Machine
Learning in the Context of E-commerce:
A Literature Review

Richard Fedorko , Štefan Kráľ , and Igor Fedorko

Abstract Artificial intelligence is now becoming increasingly popular as the devel-
opment of information and communication technologies continues to advance. The
goal of companies operating in e-commerce is to influence customer behavior and
prompt customers to purchase selected products. It is the use of innovative tools
of artificial intelligence in the field of e-commerce that may seem like the right
step forward. The paper aims to provide an overview of the issues of e-commerce,
machine learning, artificial intelligence, and their benefits. The aim is also to appraise
the importance of artificial intelligence, machine learning, and their purpose in the
context of e-commerce based on available studies on this issue.

Keywords Artificial intelligence ·Machine learning · E-commerce · Electronic
commerce

1 E-commerce, Artificial Intelligence, and Machine
Learning

The modern information age has brought along new possibilities, software and tech-
nological innovations that could be used in marketing and shopping. New technolo-
gies lead companies to think creatively and help raise the quality, efficiency, and cost-
effectiveness of services offered by organizations [1, 2]. Current trends in creativity
are mainly based on the development of information and communication technolo-
gies, which extensively affect the advancement of the business environment [3]. One
of the sectors where the digital transition and the significance of electronic commerce
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is principally pronounced is retail, where digital tools, for instance, websites largely
replace or complement traditional commerce [4].

1.1 Meaning of E-commerce

The Internet advancement and the progress of digital technologies have led to modi-
fication of consumer habits. Nowadays, people aremore andmore using e-commerce
to shop instead of visiting brick-and-mortar stores in person [5].

Electronic commerce/e-commerce takes place in the online environment of the
Internet, with the Internet being considered a single platform that connects the seller
and the buyer [6]. According to Ullman [7], e-commerce includes all commercial
transactions carried out online. This canbedescribed as digitally empoweredbusiness
transactions between companies and their customers [8].

Online purchasing is thus a type of electronic commerce in which consumers
browse the Internet and buy products or services directly from a retailer’s website
[9]. Online shopping is becoming a regular, everyday activity. In recent years, this
way of shopping has become very popular, especially because people appreciate the
convenience and ease of making a purchase from the comfort of their own home [10].
B2C e-commerce is the most common type of e-commerce. Within it, merchants try
to attract and win individual customers. Over the next 5 years, B2C e-commerce
is projected to grow by 20% annually [11]. Online retailing is currently the fastest-
growing retail channel with the fastest-growing customer base and an ever-expanding
range of goods [12].

The advantages e-commerce brings to online retailers and customers are shown
in Fig. 1 [13, 14].

Fig. 1 Advantages of e-commerce for online retailers and customers
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E-commerce is the result of economic, scientific, technological, and cultural devel-
opment. The progress of e-commerce is changing the way businesses do business as
well as consumer behavior and is making a significant contribution to the progress of
the global economy [15]. As the importance of the Internet grows today, the adoption
of online commerce is a source of competitive advantage. It is necessary to monitor
trends in online shopping and changes in shopping behavior and preferences of online
shoppers in a rapidly evolving Internet environment. As a result, online retailers can
tailor their range of products and services to consumers’ shopping habits and meet
their needs [16]. The implementation of e-commerce in the company requires a
fundamental modification of current business models and business activities, as well
as the implementation and use of sophisticated digital technologies [17].

1.2 Meaning of Artificial Intelligence and Machine Learning

Innovations and more efficient application of technologies have led to the creation
of intelligent systems that can manage and control business models with limited
human involvement [18]. The advancement of artificial intelligence has generated
tremendous economic benefits to humanity, to almost all aspects of life, greatly
promoted social development, and taken it into a new era [19].

Artificial intelligence is considered a new interdisciplinary technological branch
of science that advances theoretical approaches, technologies, and applications for the
simulation and expansion of human intelligence [20]. The use of artificial intelligence
has been examined in sectors such as health care, business, education,manufacturing,
marketing, and financial management [21–23].

Russell [24] summarized the different definitions of artificial intelligence systems
within two dimensions. The first dimension is Behavior dimension = Reasoning,
which speaks of artificial intelligence as a system that thinks and acts like human. The
second dimension is Rationality dimension=Human performance, which speaks of
artificial intelligence as a system that thinks and acts rationally.

Artificial intelligence can perform mental work by simulating and augmenting
the intelligence of humans. Artificial intelligence systems can work autonomously
and to some extent adapt their behavior based on the analysis of the previous steps
[15, 18].

Key generated artificial intelligence capabilities include prediction, planning, and
learning. More significantly, however, artificial intelligence abilities are not inde-
pendent—they mutually cooperate with human skills to generate business values in
view of efficiency and effectiveness [25]. Artificial intelligence has the potential to
transcend human intellectual and physical abilities, offering opportunities to increase
productivity and performance. In order for artificial intelligence to work best in the
company, it is necessary to integrate it with existing business processes [26, 27].
Artificial intelligence can reliably perform computer tasks and automate repetitive
learning. It is also able to analyze large amounts of data more accurately and get



1070 R. Fedorko et al.

the most out of them. Artificial intelligence adapts through progressive learning
algorithms which become a classifier or predictor [28].

Artificial intelligence systems should have capabilities such as information
processing for natural-sounding communication, the ability to store and present
information, automatic reasoning—the use of stored data to respond to questions
and reach new inferences, machine learning to cope with new conditions, and to
discover new patterns of behavior [29].

At the heart of artificial intelligence is intelligent technology, which develops
intelligent tools—a process similar to human intellectual work. These tools are able
to react immediately upon receipt of control commands [15]. Othermeans of artificial
intelligence include expert systems, decision support systems, or machine learning
[30]. One of the means used by artificial intelligence is fuzzy logic. It is a tool
that can display human action, process, and interpret information and knowledge
as if it were performed by a human. The use of fuzzy logic in conjunction with
artificial intelligence enables better planning, objective professional evaluation and
risk assessment, rational decision-making andmanagement. It can also help eliminate
errors associated with human factor failure [31, 32].

Artificial intelligence has an irreplaceable role in the development of society and
has brought revolutionary results in the form of the advantages as shown in Fig. 2
[27, 33].

The dynamic advancement of artificial intelligence in terms of its capability to
decide in complex and unpredictable situations in the production in the last few
years has been made possible mainly due to increased investments in innovative
technologies and the accessibility of huge volumes of data [34]. Studies estimate that
by 2030, it is likely that 70%of businesseswill use some formof artificial intelligence
technology in their business processes and activities. Adaptation and introduction of
artificial intelligence in companies in line with advanced technologies are projected
to gain in popularity [35].

Fig. 2 Advantages of
artificial intelligence
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1.3 Machine Learning as a Subcategory of Artificial
Intelligence

In order for artificial intelligence systems to advance, they must be able to learn.
Machine learning helps a lot here. Machine learning is a combination of statistical
and mathematical models that intelligent systems use to perform their tasks. They
will do so without the need for a thorough input [36].

The history ofmachine learning datesway back. In 1952, a computer programwas
created that could play a game of draft. In 1958, the first artificial neural network was
built. It was a machine learning algorithm which was based on the general neuron
structure of the human brain. Machine learning evolved over the next decades. In
1997, IBM created the Deep Blue computer, which successfully defeated the world
chess champion [37].

Machine learning is a subcategory of artificial intelligence (see Fig. 3). It can
be described as a technique for proposing a series of sequential steps to solve a
particular problem (algorithm) that is automatically optimized based on experience
with reduced or no human involvement. These techniques can be used to find patterns
in large data sets from as diverse and innovative sources as possible [38]. Machine
learning algorithms are a group of computer algorithms that apply statistical tools to
learn from instances, called “Training data,” in an effort to forecast newdata, allowing
the algorithm to better capture difficult patterns in the data [39, 40].Machine learning
algorithms are designed in a way the machine attempts to learn on its own without
being explicitly coded for every individual instruction and relying on human experts
[41, 43]. Algorithms “learn” primarily by recognizing patterns based on asmuch data
as possible. They then analyze the information and find the trends that are involved
in it. Finally, the algorithm is “intelligent” enough to use what it has learned in the
new data sets [37].

While artificial intelligence allows machines to imitate behavior of people,
machine learning is a subcategory that applies statistical tools to allow machines
to enhance the experience. Deep learning is a subcategory of machine learning and
allows the calculation of a multilayer neural network. It works on the basis of layers

Fig. 3 Artificial intelligence
versus machine learning
versus deep learning Artificial 

Intelligence
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and uses an artificial neural network, a design that is inspired by a biological neural
network. The human brain typically processes the received information and attempts
to recognize it based on the past information that the brain has recorded. The brain
does this by tagging and classifying information into different categories in a fraction
of a millisecond. Deep learning just takes data connections among all the artificial
neurons and modifies them following a data pattern. If the data size is too large, more
neurons are needed. It automatically offers multi-level abstraction learning, allowing
the system to learn to map difficult features without dependence on any particular
algorithm [41].

2 Role of Artificial Intelligence and Machine Learning
in E-commerce

Today, e-commerce is one of the industries that use artificial intelligence to the best
of its ability by creating a huge customer base, trying to understand the needs of
customers, doing real-time research, coming up with final solutions to problems, and
performing many other activities [35].

Table 1 outlines selected studies that focus on the role of artificial intelligence
and machine learning in e-commerce. It contains authors of the study, objective of
the study, study theme, and main findings.

2.1 Artificial Intelligence Use in E-commerce

Digital commerce has evolved over the years, and as customer demand and require-
ments continue to change, the involvement of artificial intelligence is now required.
Artificial intelligence technology is one of the driving forces of innovation in e-
commerce. By introducing artificial intelligence, online stores can not only stream-
line the shopping process itself, make it easier for customers and avoid complaints
or returns, but also save the cost of running an e-shop. This technology offers a
number of benefits that allow owners to increase their chances of success in the
highly competitive environment of a growing number of e-shops [42].

Artificial intelligence can take several forms. When it comes to software artificial
intelligence, AI can take the form of so-called virtual assistants, image analysis
software, text analysis software, search engines, and speech and face recognition
systems. When it comes to an artificial intelligence built into material devices, AI
can take the form of robots, self-propelled cars, or drones [18].

Multicriterial Text Analysis and Machine Translators

Advanced text analysis is a tool that analyzes and processes the texts of all publicly
available user reviews. In practice, this means that after entering the product name
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Table 1 Selected studies about artificial intelligence and machine learning in e-commerce

Reference Objective Study theme Findings

Song et al. [15] To analyze the present
situation of the use of
artificial intelligence
technology in the
field of e-commerce

Artificial intelligence
in e-commerce

Artificial intelligence
will be an essential
driver of e-commerce
transformation

Soni [35] To analyze the use of
artificial intelligence
in e-commerce
business

Artificial intelligence
in e-commerce

Artificial intelligence
can help people excel
in their high sales and
customer relationships
in the e-commerce
business

Kar [44] To analyze specific
integration of
chatbots in the IoT
systems

Applying chatbots to
the Internet of things

Chatbots can help
consumers find
products, check order
status, compare
products and connect
them to the customer
support service staff

Kumar [45] To present impact of
artificial intelligence
in e-commerce

Artificial intelligence
in e-commerce

Integration of artificial
intelligence in
e-commerce
companies can help
create sophisticated
solutions and will
impact transactions,
customer retention,
satisfaction, and
efficiency

Pallathadka et al. [46] To discuss machine
learning and artificial
intelligence
applications in
e-commerce,
corporate
management, and
finance

Artificial intelligence
in business
management,
e-commerce, and
finance

The most common
applications include
sales growth, profit
maximization, sales
forecasting, inventory
management, security,
fraud detection, and
portfolio management

Zhang et al. [55] To explain how
artificial intelligence
technology, people,
and processes should
be managed to
successfully generate
value

Artificial intelligence
in e-commerce

The key artificial
intelligence
capabilities generated
include forecasting,
planning, and
learning. They are not
independent—they
cooperate with human
skills to create
business value

(continued)
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Table 1 (continued)

Reference Objective Study theme Findings

Shankar [56] To present a
framework for
understanding
artificial intelligence,
outline
applications of it in
various aspects of
retail and discuss the
perspective of
artificial intelligence
in retailing

Artificial intelligence
in retailing

Artificial intelligence
will allow retailers to
improve their
understanding of
consumer psychology
by approximating to
what the consumer
brain is thinking at
any given moment

Makridakis [64] To present changes
caused by artificial
intelligence, contrasts
with the industrial
revolution, the effect
on developed and
developing countries,
and the dominant
firms in artificial
intelligence

The potential effects of
artificial intelligence
on businesses,
manufacturing, and
commerce

Relationship between
artificial intelligence
and humans will
strengthen, companies
will focus on creating
values through
collaboration between
the human workforce
and artificial
intelligence tools

Luo et al. [65] To study the impact of
artificial intelligence
chatbot disclosure on
customer purchases

Impact of artificial
intelligence on
customer purchases

Prior experience with
AI induces more
customer purchases
and is helpful in
reducing the negative
disclosure effect

Loureiro et al. [68] To give an insight into
the current state of
research in the field of
artificial intelligence
in the business
context and propose
an agenda for further
research

Artificial intelligence
in business

Future trends in
Artificial intelligence
are the development of
advanced automated
systems, integration of
neurostimulators and
nanochips into the
brain, smart devices
connected to artificial
intelligence systems

Martinéz et al. [51] To develop machine
learning framework
for predicting future
purchasing

Prediction of online
consumer behavior by
machine learning

Important
characteristics are
number of purchases,
mean time between
purchases, time since
last purchase, mean
value of purchase

(continued)



Artificial Intelligence and Machine Learning in the Context … 1075

Table 1 (continued)

Reference Objective Study theme Findings

Cui et al. [52] To develop a good
data-driven model to
forecast the quantity
of returned products
in the future

Prediction by machine
learning

Predicting variables
were sales, time,
product features,
retailer, production
process and resources,
multi-product order
and historical returns.
Sales are the most
significant variable

Orogun [53] To develop predicting
model of consumer
behavior in digital
market

Prediction of online
consumer behavior by
machine learning

Important predicting
attributes are invoice
number, product code,
description of product
(item) name, quantity
of purchase of each
item per transaction,
invoice date and time
of each transaction,
unit price, customer
ID, and country

Piramuthu [54] To develop a
dynamically
configurable supply
chain framework
using machine
learning

Prediction of supply
chain problems in
e-commerce

The suggested
framework
automatically shapes
the supply chain
dynamically according
to incoming orders
and the constraints
from suppliers
upstream

in the application, the user gets a summary of what they need to know about the
matter without having to search for and process reviews themselves. Text analysis
comes at hand in addressing customer requirements and their feedback. Advanced
text analysis allows for easy deciphering of the essence of notifications, whether it
is a query to the helpdesk, in the chat, or a response to the service in e-mails. Phrase
translators are now being gradually replaced by solutions based on neural networks,
with the best results being achieved by specialized models that are trained using
machine learning for specific areas [42].

Artificial Intelligence Assistants—Chatbots

The e-commerce website is accessible to shoppers 24 h a day, 7 days a week, with 24-
h customer support by virtual assistants/chatbots. The primary function of the chatbot
is to automatically answer customer queries, react to simple voice commands, and
give product recommendations using a natural language processing system. Chatbots
can also be defined as a type of software application that uses artificial intelligence
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to conduct an online conversation via text or voice media with consumers visiting
a given website or application. Chatbots are able to respond to customer questions
and requests, can help consumers find suitable products, check order status, compare
different products, and help consumers pay for their orders. In case of complaints or
questions, they will direct customers to the customer support service staff who will
take over the issue [15, 43, 44].

Recommendations Tool

Using an artificial intelligence algorithm, it is possible to do statistical programming,
forecasting, and analyzing the behavior of consumers and huge data sets to antic-
ipate which products could interest potential customers. From recent searches by
prospective customers, the algorithm can capture key information of the searched
product. The recommendation tool then generates appropriate suggestions for the
search engine and displays what will ultimately help customers find the product
quicker [15, 45, 46].

Visual and Voice Search

With the help of artificial intelligence, it is possible to implement visual and audio
searches onwebsites.Visual and voice search is based on image and sound processing
algorithms. Customers do not need to enter keywords in the search, and they can
search for the product using an image or voice [45, 46]. In a visual search, a potential
customer uses an image or photo as input instead of a regular text search. The
customer takes a certain object or text or uploads an image which is then recognized
by the search engine and displayed in the search results [47]. Voice search allows
users to use spoken language as an input and find results by transcribing a voice
query. Voice search is based on intelligent natural speech recognition and processing
technologies. At the output, the user has either a spoken answer or relevant results
in the form of text or images [48].

Customer Relationship Management

Customers are an important part of an e-commerce business. In the past, compa-
nies used employees to manage customer relationships. Nowadays, artificial intelli-
gence systems are becoming more and more popular. Artificial intelligence is able to
predict how consumers will behave when shopping, what products certain groups of
customers will choose, and what steps should the company take to build and main-
tain the best possible relationships with its customers. Using artificial intelligence, a
company can gather information about customer satisfaction and carefully plan how
to respond to customer needs and requirements, regardless of time and situation.
Artificial intelligence helps people build a balanced environment in which man and
machine work together to make a profit and sell [35, 46].
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2.2 Machine Learning Use in E-commerce

Machine learning is used in the e-commerce business to optimize prices, segmen-
tation, personalization and targeting of customers, search results, product recom-
mendations, predictions of customer behavior, automatic completion of site search,
A/B testing, inventory management, customer support, strengthening omnichannel
marketing, fraud protection, and image and sound recognition and processing
[49, 50].

Machine learning offers a number of benefits (Fig. 4), especially for online
retailers. The capability of algorithms to understand a wide range of data is invalu-
able. Machine learning helps increase conversions, runs more relevant campaigns,
improves internal operational efficiency, improves decision-making, helps with
personalization, fraud detection, and improves customer service [37, 49].

Martinez et al. [51] in their study focused on the development of the machine
learning framework, which focused on predicting customers’ shopping behavior over
the next month. The main attributes they used were the number of purchases, the
average time between purchases, the time since the last purchase, and the average
value of the purchase. Cui et al. [52] developed a model using machine learning,
aimed at predicting future product returns. They examined the variables of sales,
time, product characteristics, vendor, production process and resources, order of
several products and historical revenues, with sales proving to be the most significant
attribute. Orogun [53] also developed a model for predicting consumer behavior
usingmachine learning. The predictive attributes they used included invoice number,
invoice date, transaction time, product code, product description, price, customer ID,
and country. In his research, Piramuthu [54] focused on the development of a model
that would use machine learning to predict supply chain problems when placing an
order, taking into account the supplier’s options.

Fig. 4 Advantages of
machine learning for retailers
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2.3 Perspective of Artificial Intelligence in E-commerce

Human intelligence often seems to be limited in performing certain tasks in e-
commerce. This concerns in particular the forecasting of demand and supply chain
mechanisms. It is in these cases, which pose a serious challenge for businesses,
that artificial intelligence appears to be an appropriate tool [55]. Shankar [56] states
that artificial intelligence helps increase the profitability of e-commerce through
all available tools and helps improve personalized referrals and payments. It also
improves customer relationship management, logistics management, and inventory
optimization.

Artificial intelligence technologies have been integrated into marketing and retail,
where big data analysis is applied to create personalized profiles of customers and
predict their shopping behavior. Understanding and forecasting the demand of shop-
pers through integrated supply chains are more important nowadays, and artificial
intelligence technology is expected to be an essential indispensable feature [57].
The advancement and application of artificial intelligence require a high level of
acceptance of this technology in the future. With it, traders can match product infor-
mationwith information that consumers are looking for in order to assure the efficient
consumption of products or services [58, 59].

Juniper Research [60] reports that the demand forecast using artificial intelligence
will increase between 2019 and 2023, and that chatbot interactions will reach 22
billion from the current level of 2.6 billion over the same period. This research
underlines that organizations are investing extensively in artificial intelligence to
enhance trend analysis, logistics planning, and inventory management. Innovations
based on artificial intelligence, like virtual mirror and visual search, are tailored to
boost interactions with customers and reduce the disparity between physical and
virtual shopping experiences.

According to forecasts made by the consulting company Gartner [61], most orga-
nizations that use artificial intelligence on their e-commerce platforms are projected
to achieve an increase in customer satisfaction of at least 25% by 2023. This will
also be accompanied by an increase in revenues and a reduction in costs. By 2025, it
is also expected that 70% of companies will be forced to focus on small data instead
of big data.

Scientists say it is likely that the relationship between artificial intelligence will
lead to cooperation with humans rather than to the replacement of humans. An
important step to success is to create partnerships in which artificial intelligence
works andpredictswhile humans clarify anddecide on appropriatemeasures [62–64].

The great potential of artificial intelligence is unquestionable, but many chal-
lenges still need to be met in order for solution to be put into practice. Shankar
[56] recommends researching the consequences of the unintentional impact of arti-
ficial intelligence on customers. Luo et al. [65] recommend that attention should
be paid to research on improving bots and eliminating their shortcomings, as that
could strengthen consumer confidence. They also state that businesses should focus
on streamlining the use of artificial intelligence in social networking. According to
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Moriarty [66], the connection between artificial intelligence and virtual reality appli-
cations should be researched as well. According to Tousignant [67], further research
should also focus on examining the relationship between artificial intelligence and
online evaluations, in particular the identification of false reviews.

Kumar [45] points to possible risks and challenges for e-commerce companies
that constrain the efficiency and effectiveness of artificial intelligence in fulfilling
business expectations. For this reason, it is necessary to explore the possibilities and
opportunities in view of the changing requirements of consumers in e-commerce. In
order to support progress in research on the application of artificial intelligence in the
business sector, it is necessary to examine the effectiveness of artificial intelligence
in a multidisciplinary context. Based on comprehensive knowledge, experts and
researchers will be able to set priorities and tasks to manage effective investments in
important aspects of artificial intelligence, including e-business [68].

3 Conclusion

The aim of the paper was to outline the essence of e-commerce, artificial intelligence,
machine learning, and the benefits they bring. The paper also provides an insight into
the evaluation of the importance of artificial intelligence, machine learning, and their
use in the future in the context of e-commerce based on an overview of available
studies on this issue.

In the current world of commerce and digital technology, people use the Internet
every day and are willing to test new products and brands, but at the same time
they are critical in this regard. In this case, e-commerce seems to be a suitable
way to satisfy their requirements. The use of artificial intelligence and its tools
in electronic commerce has become the subject of interest of many scientists and
business experts. Previous research has highlighted the need for further research that
would contribute to the development of knowledge and strategies in the application
of artificial intelligence in e-commerce. It is expected that artificial intelligence will
continue to be used in electronic commerce and will become an integral part of all
e-commerce companies.
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Improved Sliding Mode Control
for Glucose Regulation of Type 1
Diabetics Patients Considering Delayed
Nonlinear Model
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Abstract Diabetes has been introduced as the sixth leading cause of death in the
world. Type 1 diabetic patients should be injected insulin to keep their blood glucose
at a safe level range. Due to an excessive increase in insulin injection can cause
human death, it should be completely closed-looped controlled. On the other hand,
the delayed nonlinear model of the glucose-insulin system makes some challenges
in its control. In this paper, an improved sliding mode control (SMC) technique is
proposed to regulate patients’ blood glucose levels and suffer type 1 diabetes. The
proposed improved SMC (ISMC) determines the pumping rate of insulin as a control
signal in the closed-loop control. Simulation results demonstrate that the patient’s
blood glucose is regulated by optimal insulin injection rate. Compared to classical
SMC, the proposed ISMC has higher accuracy and a more efficient control signal.
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1 Introduction

Diabetes is a metabolic disorder in which blood glucose levels rise above the normal
range of 70–110 mg/dl in the fasting glucose test. In diabetics, the beta cells that
are the source of insulin production in the body are destroyed, and the body cannot
control blood glucose levels alone [1]. In this case, blood sugar should be regulated
using insulin injection. The closed-loop control acts as an artificial pancreas. In this
case, the patient’s blood glucose concentration (BGC) is measured immediately by
a glucose sensor, and the amount of insulin injected is determined by an appropriate
control algorithm [2]. Finally, the amount of insulin is injected continuously into
the patient using an insulin injection pump. Blood glucose sensor, insulin injection
pump, and controller are the main components of the closed-loop control strategy.
Figure 1 shows the outline of a closed-loop control system for a diabetic patient using
an insulin injection pump.

Generally, finding an appropriate model for describing the hemodynamic vari-
able and biological tissues has a great importance [3, 4]. There are several mathe-
matical models for diabetes based on the interaction of insulin and glucose in the
body, including the most common models for diabetes, which are Bergman model
[5], Dalla Man’s model [6], Hovorka’s model [7], and Sorenson’s model [8]. In
some models, to obtain fluctuations in insulin secretion, insulin must be divided into
plasma and intercellular insulin components, which is one of the disadvantages of the
proposed model. In this paper, the Palumbo delayed nonlinear model is used due to
the nonlinear behavior of insulin and glucose interaction in the body of type 1 diabetic
patients. One of the most important advantages of this model is compliance with the
behavior of the patient population according to the IVGTT intravenous glucose injec-
tion test [9, 10]. Researchers have proposed several control methods to control the
BGC in type 1 diabetes mellitus (T1DM) patients, such as fuzzy control [11], H∞
control [12], SMC [13], model predictive control (MPC) [14], and observer-based
nonlinear control [15].

The control approach based on nonlinear models is based on more knowledge
of the physiological behavior of the patient community and naturally provides the
possibility of presenting different control theorymethods in regulating blood glucose.
Obviously, the closer the model’s behavior is to the nature of the patient’s body, and

Fig. 1 Closed-loop control system for diabetic patients [15]
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the more precise control law will be obtained. Providing appropriate solutions for
controlling delayed nonlinear models of diabetes is still an important issue. Lack of
sensitivity to internal and external disturbances, ultimate accuracy and pervasiveness,
as well as limited-time convergence [16, 17], which are the main features of SMC,
make it a good choice for control algorithms related to the human body. The SMC
approach is a simple, robust controlmethod that is the best option tomaintain stability
and consistent performance in the face of uncertainty inmodeling. SMC’smain idea is
developed based on defining a sliding surface that converges the system to the surface
using the proper control law and ensuring system stability [18, 19]. High sensitivity
and change of model parameters in different patients, use of a high-performance
structure, and robustness to these changes. On the other hand, the parameters of the
model have many variations among different patients. Therefore, the motivation to
use ISMC is explained in the structure of the blood glucose regulation system.

2 Glucose–Insulin Model

Delayed nonlinear models have received more attention in recent years due to their
consistency with the results of diagnostic tests on the patient data. The presence
of delays in nonlinear equations has reduced the model’s order, albeit making their
analysis more complex. A delayed nonlinear model was introduced in [7, 8], which
describes the relation between glucose G∗ [mM] and insulin I (t) [pM] in the body
regulatory system (1).

dG(t)

dt
= −Kxgi I (t)G(t) + Tgh

Vg

dI (t)

dt
= −Kxi I (t) + Tigmax

Vi
f
(
G

(
t − τg

)) + u(t)

dq(t)

dt
= Gref − G(t)

G(τ ) = G0(τ ), I (τ ) = I0(τ ), τ ∈ [−τg, 0
]

(1)

where G0(τ ) and I0(τ ) describe the initial values of patient glucose and plasma
insulin can be considered based on the G(0) = Gb and I (0) = Ib. In addi-
tion, γ is a positive constant parameter for circulating the plasma glucose, u(t)
is the subcutaneous insulin delivery rate (pMmin−1), τg indicates the delay of the
pancreas in insulin secretion when the BGC is increased (min), Vg demonstrates
the glucose apparent distribution volume (L/kgBW), Vi illustrates the apparent
distribution volume for insulin (L/kgBW), Kxgi shows the glucose rate uptake by
tissues per pM of plasma insulin concentration (pM−1 min−1). Besides, Tgh and
Tigmax represent the related indicator between hepatic glucose and the glucose tissue
uptake (min−1(mmol, kgBW)) and themaximumrate of second-phase insulin release
(min−1(pmol, kgBW)), respectively.
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The nonlinear function f (G) indicates the released insulin rate and presented as
Eq. (2).

f (G) =
(
G
G∗

)γ

1 + (
G
G∗

)γ

Tgh = Kxgi IbGbVg

Tigmax = Kxi IbVi

[
1 +

(
Gb

G∗

)γ ]
/

(
Gb

G∗

)γ

(2)

G∗ represents the amount of glucose in the blood when insulin secretion is less than
half of its maximum [10].

3 Controller Architecture

The sliding mode controller is designed for type 1 diabetic patients’ glucose regula-
tion using the Bergman basic model in several studies. Insensitivity to internal and
external disturbances, acceptable accuracy, robustness, as well as a limited conver-
gence time are the main specifications of the SMC that make it a suitable choice for
algorithms related to the human body [7].

Traditional SMCs have several flaws, including discontinuity in the control signal
[20]. The higher-order sliding approach is used to solve these problems and achieve
higher accuracy. The sliding mode variable is stabilized at the origin using kth order
HOSM. HOSM is a suitable choice for controller design because of two fundamental
characteristics:

1. This strategy improves the efficiency and accuracy of the design.
2. This strategy leads to a continuous control signal.

3.1 HOSM Controller Design

The state-space equations for the system introduced by Bergmann’s minimal model
are as follows:

ẋ1 = −p1[x1 − Gb] − x1x2 + D(t)

ẋ2 = −p1x2 + p3[x3 − Ib]

ẋ3 = −n[x3 − Ib] − γ [x1 − h] + t + u(t)

(3)

where x1, x2, and x3 are concentration of glucose in the blood plasma, Insulin’s
impact on glucose loss in networks Gb(1/min), and Plasma insulin concentration
(μU/ml). Stabilizing a diabetic patient’s blood glucose at a level ofGb is primarily an
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output tracking issue. As a result, tracking error is defined as the difference between
a diabetic patient’s blood concentration level and its critical amount, as shown in
Eq. (4).

e = Gb − G(t) = Gb − x1 (4)

The controller u(t) for the system presented by Eq. (3) should be designed in
such a manner that the error tends to zero in the presence of uncertainties, parameter
changes, disturbances, and food absorption indicated by D(t).

Firstly, the system’s relative degree should be calculated. The relative degree is
defined as the number of consecutive derivatives before the control signal comes in
the equation. As a result of the r relative degree, the controller signal appears first in
rth derivative of the output. The control signal appears in the equations after three
derivations using Eq. (3), i.e.,

x (3)
1 = φ(x, t) − p3x1u(t) (5)

where

φ(x, t) = x1
[−p1

(
p21 + 3p3 Ib

) − p3 Ib(p2 + n) − p3γ (x1 − h) + t
]

+ x2
[−p21(1 + Gb) + p1 p2(2Gb − 1) + 2D(p1 + p2)

]

+ x3[−2p3(p1 + D)] + x1x2
[−(p1 + p2)

2 − 3p3 Ib
]

+ x1x3[p3(3p1 + p2 + n)] + x1x
2
2 [−3(p1 + p2)]

+ x22 (p1Gb + D) + 3p3x1x2x3 − x1x
3
2 + D̈

+ (p1Gb + D)
(
p21 + 2p3 Ib

)
(6)

Since p3 �= 0, x1 �= 0, and p3x1ε
[
1.2 × 10−4, 3 × 10−2

]
, Eq. (3) has a well-

defined relative degree p = 3, causes the controller satisfy e → 0 condition. For
designing the controller, the sliding variable is represented by (7).

σ = e = Gb − G(t) = Gb − x1 (7)

Equation (8) can be found by derivation of the (7).

σ (3) = −φ(x, t) + p3x1u(t)

u̇(t) = v

σ (4) = −φ1(x, t) + p3x1v

(8)
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where

φ1(x, t) = −φ̇(x, t) + p3 ẋ1u(t)

= −φ̇(x, t) + p3u(t)[−p1(x1 − Gb) − x1x2 + D(t)] (9)

Equation (9) is assumed to be finite during the designing process, means |∅1| ≤ L .
The HOSM, stabilizes σ in a short time at the origin, can be considered as Eq. (10).

x (3)
1 = φ(x, t) − p3x1u(t) (10)

It is obvious that the inclusion of virtual control adds a derivative, resulting in an
increase in the system’s relative degree from three to four. For calculating σ k, k =
1, 2, 3, · · · the HOSM derivative is employed that the n order derivative of a uniform
function f (t) has the following general form:

ż0 = v0

v0 = −λ0|z0 − f (t)|(n/n+1)sign(z0 − f (t)) + z1
ż1 = v1

v1 = −λ1|z1 − v0|(n−1/n)sign(z1 − v0) + z2
...

żn−1 = vn−1

v̇n−1 = −λn−1|zn−1 − vn−2|(1/2)sign(zn−1 − vn−2) + zn
ż0 = v0

(11)

Increasing the relative degree from three to four causes the virtual control to
switch at a high frequency, while the local control u remains continuous, resulting
in u = ∫ vdτ . In addition, instead of high order control in Eq. (10), fourth-order
pseudo-continues control in Eq. (3) can be applied [6].

Dynamic system can be defined as:

S = s(t, x)x · = a(t, x) + (t, x)u (12)

where r stands for the relative degree, and the equation S is as follows:

Sr = h(t, x) + g(t, x)u

0 < K ≤ ∂

∂u
sr ≤ Km

(13)

If = 1:

S = (Gref − Ġ) + λ ∗ (Gref − G(t))

U = −K ∗ sign(s)
(14)



Improved Sliding Mode Control for Glucose Regulation … 1089

In this case, the value of K from the input function changes in an interval of
[−50, 50]. The changes u are checked for each moment, and the control input is
changed according to the amount of insulin required and the sliding surface. Hence,
the proposed improved SMC is adopted based on the sliding surface and proposes
an optimal K considering the insulin variations.

4 Simulation Results

In order to track the glucose its reference, the variable q(t) is inserted into the model
equations according to Eq. (15).

dG(t)

dt
= −Kxgi I (t)G(t) + Tgh

Vg

dI (t)

dt
= −Kxi I (t) + Tigmax

Vi
f
(
G

(
t − τg

)) + u(t)

dq(t)

dt
= Gref − G(t)

G(τ ) = G0(τ ), I (τ ) = I0(τ ), τ ∈ [−τg, 0
]

(15)

For a pseudo-linear representation of the above-mentioned equations, thematrices
A∼(xt∼), and B∼(xt∼) will be defined as (16):

Ã
(
X̃t

)
=

⎡

⎢⎢⎢⎢
⎣

−Kxgi I (t)
Tgh
Vg

(
1

I (t)

)
0

Tigmax

ViG(t)

( (
G(t−τg
G∗

)γ

1+
(

G(t−τg
G∗

)γ

)

−Kxi 0

−1 0 0

⎤

⎥⎥⎥⎥
⎦

B̃
(
X̃t

)
=

⎡

⎣
0
1
0

⎤

⎦

(16)

Assuming that the initial system conditions are positive, the values u(t) and I (t)
are positive for all times; therefore, the pseudo-linear matrix elements will be contin-
uous and nonzero. On other hand, due to the full rank order of the controllability
and observability matrices of the system, the HOSM controller can be designed.
The parameters of the diabetes nonlinear model for the studied patients are obtained
based on the fitting of the generalized least squares on the experimental data of the
insulin intravenous injection test in [14].

The values of Ib and Gb can be measured directly; some parameters such as G∗
and Vi are fixed and known, and parameters such as τg, Vg , Kxgi, and γ are estimated
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for each patient. Tigmax and Tgh are also parameters determined based on the physical
conditions of each patient based on algebraic equations.

In this study, the patient has a bodymass index of 50. Besides,Gb = 6.14 indicates
a higher-than-normal blood glucose, and the insulin resistance index is Kxgi � 10−4.
These factors indicate abnormal insulin secretion rate for a newly infected diabetic
patient, in which some factors such as obesity, inactivity, and genetics have led to a
gradual decrease in insulin secretion rate in the patient. The parameters of the patient
delayed nonlinear model are illustrated in Table 1 [14].

The glucose reference signal is considered as a decrease of the initial value of the
patient’s blood glucose Gb = 6.14 to the normal value of 5.2mM as (17).

Gref(t) = 5.2 + (6.14 − 5.2)e−0.02t (17)

Table 1 Parameters of the
patient delayed nonlinear
model [14]

Parameters Value

Gb 6.14

Ib 93.669

Tigmax 1.573

γ 3.205

G∗ 9

τg 24

Vg 0.187

Kxi 1.211 × 10−2

Tgh 0.003

Vi 0.25

Kxgi 3.11 × 10−5

Fig. 2 a Tracking of the reference signal by the patient glucose applying the SMC. b (U ): Insulin
injection rate (control signal), (I): Patient blood insulin, (Q): Gref − G(t)
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Fig. 3 a Tracking of the reference signal by the patient glucose applying the ISMC. b (U ): Insulin
injection rate (control signal), (I): Patient blood insulin, (Q): Gref − G(t)

Figure 2 shows the convergence of the diabetic patient’s blood glucose to the
glucose reference signal, insulin changes in the patient’s blood plasma, and the rate
of insulin injection as the control signal provided in the closed-loop control system.
The classical SMC is applied as the controller in this section.

By considering the same condition, the simulation results of applying the proposed
ISMC for the blood glucose, insulin changes, and the rate of insulin injection are
provided in Fig. 3.

The simulation results demonstrate the ability of the proposed controller in accu-
rately tracking the optimal glucose levels for patients based on the best insulin
injection rate. Compared to the feedback linearization method (the method used by
Palmbo), the amplitude of the control signal or insulin injection rate for the patient is
reduced, indicating that the patient will achieve normal body conditions in a shorter
time. In addition, it can be comprehended from comparing Figs. 2 and 3 that tracking
in the ISMC achieves significantly better convergence than the traditional SMC.

5 Conclusion

In this paper, a sliding mode design is considered for the delayed nonlinear model of
Palumbo diabetes. In this study, the ISMC method is applied and a continuous and
comprehensive controller is designed tomaintain blood glucose at a pre-defined level.
The simulation results also show that by changing the structure of the sliding mode
and optimizing it, delayed biological systems have better controllability. Another
advantage of this method is that the patient glucose reaches to its reference signal in
a shorter time and applies lower amount of insulin injection rate.
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Overview and Computational Analysis
of PSO Variants for Solving Systems
of Nonlinear Equations

Sérgio Ribeiro and Luiz Guerreiro Lopes

Abstract The problem of solving systems of nonlinear equations is one of great dif-
ficulty, especially as the scale of these systems grow. Traditional numerical methods
rely on selecting good initial estimates for the roots and refine them iteratively, which
is not a simple task, especially with large systems of nonlinear equations. Particle
swarm optimization (PSO), in turn, is a nature-inspired metaheuristic algorithm for
finding the minimum of a function for which multiple improvements and different
hybridizations have been proposed. These modifications range from dynamically
choosing parameters and topologies to hybridization with other population-based
optimization algorithms. All of these modifications have the goal of improving the
basic algorithm, and a broader comparison between these proposals is necessary to
further understand what might be the path forward in achieving better andmore exact
results. In this paper, after a brief overview of PSO-based algorithms for nonlinear
equation systems, several PSO variants are tested on a number of problems in order
to find the solution to non-trivial systems of nonlinear equations. Each variant was
tested 100 times on each problem, in order to produce enough samples for a legitimate
comparison.
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1 Introduction

Solving systems of nonlinear equations is possibly the most difficult and challenging
problem in all of numerical mathematics [15, 26], and there is not a general method
sufficiently efficient and robust for its solution [24].

The difficulties associated with obtaining good numerical approximations to the
solutions of nonlinear equation systems are amplified as the number of equations
increases. However, it is not hard to find many examples of systems of nonlinear
equations with less than ten algebraic or transcendental equations, from different
areas of science and engineering, that are difficult to solve adequately by traditional
numerical techniques.

In addition, although there are a variety of iterative methods in the extensive
literature for the numerical solution of systems of nonlinear equations (see, e.g., the
methods and references in [9, 16, 25]) much of them are severely limited by their
domains of convergence, and the success of their application is strongly dependent
on the initial approximations used. Cases of non-convergence to any of the solutions
are relatively frequent in practice.

Nonlinear equations and nonlinear equation systems appear in nearly all simula-
tions of physical processes [17].An example of this are the physicalmodels expressed
mathematically by nonlinear partial differential equations which, when discretized
for numerical solution, are transformed into large systems of nonlinear equations,
many of them difficult to solve by traditional iterative methods.

In fact, solving systems of nonlinear equations is of fundamental importance
in many fields, such as chemistry, economics, electronics, mechanics, robotics,
medicine and different branches of engineering [1, 23, 28].

Due to the drawbacks mentioned above, nature-inspired metaheuristic and hybrid
approaches, including PSO-based algorithms, have attracted increasing interest in
more recent years due to their potential for solving systems of nonlinear equations
and other difficult numerical problems. In the particular case of solving nonlin-
ear equation systems, these approaches usually consist in transforming the original
problem into a corresponding nonlinear optimization problem [3], and numerically
approximating the solutions of this problem by using a pure metaheuristic search
algorithm or even a hybrid metaheuristic-based strategy.

When the use of exact optimization algorithms is not possible due to the fact that
the problems are large and highly complex, which occurs for example when viewing
the problemof solving a large-scale system of nonlinear equations as amultiobjective
optimization problem, it is necessary to use stochastic optimization algorithms [30],
which allow to find near-optimal solutions within a reasonable execution time.

Nature-inspiredmetaheuristic optimization algorithms, a large and important class
of stochastic optimization techniques [14] that allow the efficient exploration of
search spaces and the solving of complex problems with multiple conflicting objec-
tives [4], include swarm intelligence (SI) based algorithms.

These algorithms are characterized by their robustness and the ability to escape
from local optima, which although fundamental for any search algorithm, it is not
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found in traditional iterative methods of optimization. In addition, the complexities
and discontinuities present in the equations that constitute a given system have little
or no effect on their search performance.

This paper focuses in one of such SI-based algorithms, known as Particle Swarm
Optimization (PSO), for which multiple modifications have been proposed (see,
e.g., [11]), some of which specifically to deal with the problem of solving systems
of nonlinear equations, whose performance is here compared and reported.

Since the focus of this comparison is the use of PSO variants for solving systems
of nonlinear equations, other alterations proposed to the PSO algorithm for generic
optimization, such as the one presented in [8] were not implemented.

In the comparison carried out in this study, there are some other PSO variants that
could not be used for different reasons. For example, Abraham et al. [2] proposed
some alterations to the PSO algorithm to solve Diophantine equations. However,
since the solution space for the problems used for testing is different, the results
could not be fairly compared. Other two variants, both from [29] were not used
since that paper does not mention some of the parameters used, and tests of the
implementations could not reproduce the original results.

2 PSO-based Algorithms for Nonlinear Equation Systems

A brief overview of the main PSO-based algorithms for solving systems of nonlinear
equations is presented below beginning with a short description of the standard PSO
algorithm with inertia weight parameter, followed by a succinct characterization of
the essence of the other PSO-based algorithms used in this study for solving nonlinear
equation systems.

2.1 Standard PSO

Particle swarm optimization (PSO) was introduced by Eberhart and Kennedy [10,
18]. It is a metaheuristic algorithm which is based on the movement of cooperative
groups of animals, such as flocks of birds and schools of fish. There are a number of
particles, with position x, each representing a potential solution to the problem. The
particles in the swarm move with velocity v through the solution space, according
to the following equations (see, e.g., [5, 11]), corresponding to the standard PSO
algorithm with the inertia weight parameter introduced by Shi and Eberhart [27]:

vt+1
i = w · vt

i + r1
t
i · c1 · (pbest ti − xti ) + r2

t
i · c2 · (gbest t − xti ), (1)

xt+1
i = xti + vt+1

i . (2)
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The algorithm is subject to three different parameters: w is the inertia weight, c1
is called the cognitive factor, and c2 the social factor. These parameters influence
how much the movement of each particle i will tend to their best visited position
up to the iteration t , pbest ti or to the best solution found so far, gbest

t . In turn, r1 and
r2 are vectors of uniformly distributed random numbers. The particles explore the
solution spacewith a tendency tomove towardbetter locations, following the particles
closer to the minimum. There is no guarantee that the particles will not prematurely
converge to a local minimum, and several modifications have been proposed to tackle
this issue.

2.2 HPSO

The hybrid particle swarm optimization (HPSO) algorithm [22] was proposed as a
potential improvement over the standard PSO algorithm. It hybridizes PSO with the
Nelder–Mead Simplex method. The main goal of this idea was to use PSO’s global
search capabilities with simplex method local search.

The basic algorithm is similar to PSO but after evaluating each particle, the worst
particle is replaced by a new particle using the simplex method. It has the advantage
of being a simple hybridization that always improves the overall position of the
particles in the swarm by adjusting the worst particle, at a low computational cost.
One of the particularities of this approach is that the number of particles must be
N + 1, where N is the number of variables of the system, so that the simplex can be
calculated. Another particularity is the equation used to calculate the inertia weight,

w = (wmax − wmin) · exp
(
tmax − t

tmax

)
− wmin. (3)

Instead of using a fixed or linear inertia weight, this variant uses a weight that
takes smaller steps towards the minimum as the number of iterations increases.

2.3 PPSO

Since the parameters of the PSO algorithm can change its performance, the Proposed
Particle Swarm Optimization (PPSO) [13] chooses to bypass this choice by altering
the velocity and position update equations. Using the following equations to calculate
the velocity, inertia weight and position for each particle, the performance of the
algorithm is not dependent on the social and cognitive factor:

vt+1
i = (2r1

t
i − 0.5)vt

i + (2r2
t
i − 0.5)(pbest ti − xti ) + (2r3

t
i − 0.5)(gbest t − xti ),

(4)
wt+1 = (2r4

t
i − 0.5)(gbest t − pbest ti ) + (2r5

t
i − 0.5)(gbest t − xti ), (5)
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xt+1
i = pbest ti + (2r6

t
i − 0.5)vt+1

i + (2r7
t
i − 0.5)wt+1, (6)

where r1ti to r7
t
i are uniform random numbers between 0 and 1.

One notable difference is that the position always has the pbest of the particle as
a basis, so particles do not stray to non-promising areas of the search space. While
this can be an advantage, it also limits exploration.

2.4 nbest PSO

The original PSO assumed a gbest topology, meaning that, for the purpose of calcu-
lating the velocity, the best point found by every particle is considered. However, this
is not the only possible topology for PSO. In [10], Eberhart and Kennedy proposed
an alternative topology, called lbest, where each particle only takes into account the
pbest of k other particles, usually with k = 2. This has the effect of reducing the
problem of premature convergence. Thus, the gbest topology is a particular case of
lbest, where k is equal to the number of particles.

What the nbest PSO algorithm proposes is a dynamic topology [7], where each
particle is in the same neighborhood as the k particles closest to itself. This way, even
if some particles get stuck in local minima, some particles are still free to explore
the search space. This can also be used to find multiple solutions to the system of
nonlinear equations. Thismethod has the disadvantage of being very computationally
expensive, as for each iteration, it is necessary to calculate the distance of each particle
in relation to each other and select the k closest particles.

There are multiple ways of selecting the number of particles in the neighborhood,
from selecting a fixed number to using a formula to calculate the number at each
iteration. One equation proposed in [6] sets a minimum and a maximum k. For each
iteration t , k is calculated according to the following equation:

kt =
⌈ tmax − t

tmax
· (kinitial − kfinal) + kfinal

⌉
. (7)

2.5 imPSO

Improved PSO (imPSO) is a proposal for an improvement on standard PSO for
its adapted inertia weight [19]. The inertia weight is calculated according to the
following equation:

w = a − c
1

b gbest t
+ d

1

f b f c + 1
. (8)

There is a large number of added parameters to thismethod.According to [19], a is
a value between 0.8 and 1, b should have a value between 1 and 1.5, c a value between
0.6 and 1.2, d should be between 0.05 and 0.2, and f should have a value between 1
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and 2.5. gbest t is the best value found on iteration t and b f c is the standard deviation
of the position of the particles. According to the first fraction of the equation, as the
gbest tends towards 0 the inertia weight will also decrease. When the particles are
spread out, the inertia weight will be larger, but as they converge to a single position,
the inertia weight will decrease.

There is another factor associated with imPSO that will be ignored for the purpose
of a fair comparison with the remaining algorithms, but must be here mentioned. The
probability of getting the optimal value is calculated through multiple simulations in
order to calculate the number of restarting times mb.

The algorithm is ran until the number of simulations reaches mb or a solution is
found. If the number of simulations reaches mb, the output is “No results”, mean-
ing that a solution does not exist. While this is a good method to achieve reliable
results in order to solve a system of nonlinear equations, for the purpose of com-
paring different approaches—as any algorithm will achieve a better result if it is
executed multiple times and only those where it converges to the global minimum
are selected—comparisons using imPSO ignore this part of the algorithm.

2.6 APSO–BFA

APSO–BFA is an hybridization between PSO and Bacterial Foraging Algorithm
(BFA) [20]. In a similar way to PSO, BFA is a nature-inspired optimization algo-
rithm where every member of a population represents a candidate solution in the
solution space. BFA contains three main components: chemotaxis, reproduction,
and elimination-dispersal. Chemotaxis is the exploration phase of the algorithm. In
APSO–BFA, this corresponds to the usual iteration of the PSO algorithm, where the
velocity and position of each particle are calculated, as well as the update of the best
values found. This is followed by the reproduction phase, where only the particle
with the best value for the fitness function survive and duplicate. This means that
the worst particles are removed every few iterations and each remaining particle is
copied. Although the particles are copied, the random elements of the velocity equa-
tion guarantees that the duplicate particle will not have exactly the same velocity and
position as the original one. Finally, there is the elimination-dispersal phase, where
bacteria are eliminated with a small probability and replacements randomly initial-
ized. This is the final phase,meaning it is the one that occurs the least number of times.
The phases are executed in nested loops, meaning that for each reproduction phase,
the chemotaxis phase will occur a fixed number of times and that the reproduction
phase will occur a number of times for each elimination-dispersal phase.

PSO–BFA, unlike other PSO variants, does not keep going until a predefinedmax-
imum iteration number is reached or the minimum is found. Each phase is repeated
several times, with the initial phases being nested inside the later ones. However,
it would be simple to make the modification to the algorithm to include stopping
criteria at the start of each chemotaxis phase. The equations to calculate velocity and
position are the same as standard PSO, but each individual phase of BFA is integrated
in this hybridization.
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3 Experimental Setting

The aforementioned variants, as well as the standard PSO algorithm with inertia
weight, were tested on a number of problems. As each variant was presented with
different parameters on their respective papers, these values were followed, meaning
that the only parameter in common was the number of particles used, with the excep-
tion of HPSO, since the number of particles is dependent on the number of variables
of the system. This means that in terms of the raw number of particles, HPSO used
much fewer particles. The number of particles for the remaining variants was 100.
The number of iterations was always 1000, with the exception of the APSO–BFA,
since it uses nested phases. The values of parameters used were the ones used in [20],
meaning that the chemotaxis phase occurred 300 times.

3.1 Parameters Used for Each PSO Variant

While choosing the same parameters for each PSOvariant was an optionwhen testing
the results, it was decided that using the values adopted in each variant’s original
article would be a fairer method to compare them, since there was the possibility that
each variant performed better with a different set of parameters.

For PSO, the inertia weight was 0.7, the cognitive factor 1.8, and the social factor
1.5. For HPSO, wmax was 0.9 and wmin was 0.4. PPSO had no parameters. Nbest’s
inertia weight linearly decreased between 0.7 and 0.1, the cognitive factor and social
factor were both 1.4, kinitial = 5, and kfinal = 1. ImPSO’s set of parameters were a = 1.0,
b = 1.8, c = 1.5, d = 0.2 and f = 2.0. APSO–BFA’s inertia weight linearly decreases
between 0.9 and 0.4, the cognitive factor was 1.2, and the social factor was 1.8.
The number of chemotaxis repetitions for each reproduction phase, Nc was 15. The
number of reproduction phases for each dispersal-elimination phase, Nrewas 10 and
the number of dispersal-elimination phases was 2. During the dispersal-elimination
phase, the probability that a particle is randomly deleted, Ped was 0.25.

3.2 Test Problems

The test problems used on each PSO variant were the following:

Problem 1 ([28], Interval arithmetic benchmark i1), n = 10.
f1(x) = x1 − 0.25428722 − 0.18324757 x4x3x9
f2(x) = x2 − 0.37842197 − 0.16275449 x1x10x6
f3(x) = x3 − 0.27162577 − 0.16955071 x1x2x10
f4(x) = x4 − 0.19807914 − 0.15585316 x7x1x6
f5(x) = x5 − 0.44166728 − 0.19950920 x7x6x3
f6(x) = x6 − 0.14654113 − 0.18922793 x8x5x10
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f7(x) = x7 − 0.42937161 − 0.21180486 x2x5x8
f8(x) = x8 − 0.07056438 − 0.17081208 x1x7x6
f9(x) = x9 − 0.34504906 − 0.19612740 x10x6x8
f10(x) = x10 − 0.42651102 − 0.21466544 x4x8x1
D = ([−2, 2], . . . , [−2, 2])T .

Problem 2 ([12], Problem D1—Modified Rosenbrock), n = 12.

f2i−1(x) = 1

1 + exp(−x2i−1)
− 0.73

f2i (x) = 10(x2i − x22i−1),
i = 1, . . . , n

2
x(0) = (−1.8,−1, . . . ,−1.8,−1)T

D = ([−10, 10], . . . , [−10, 10])T .
Problem 3 ([12], Problem D2—Augmented Rosenbrock), n = 12.

f4i−3(x) = 10(x4i−2 − x24i−3)

f4i−2(x) = 1 − x4i−3

f4i−1(x) = 1.25x4i−1 − 0.25x34i−1
f4i (x) = x4i ,
i = 1, . . . , n

4
x(0) = (−1.2, 1,−1, 20, . . . ,−1.2, 1,−1, 20)T

D = ([−10, 10], . . . , [−10, 10])T .
Problem 4 ([12], Problem D3—Powell badly scaled), n = 12.

f2i−1(x) = 104x2i−1x2i − 1
f2i (x) = exp(−x2i−1) + exp(−x2i ) − 1.0001, i = 1, . . . , n

2
x(0) = (0, 100, . . . , 0, 100)T

D = ([0, 100], . . . , [0, 100])T .
Problem 5 ([12], Problem D4 – Augmented Powell badly scaled), n = 12.

f3i−2(x) = 104x3i−2x3i−1 − 1
f3i−1(x) = exp(−x3i−2) + exp(−x3i−1) − 1.0001
f3i (x) = ϕ(x3i ),
i = 1, . . . , n

3 , where:

ϕ(t) =
⎧⎨
⎩

t
2 − 2, if t ≤ −1
1

1998 (−1924 + 4551t + 888t2 − 592t3), if t ∈ [−1, 2]
t
2 + 2, if t ≥ 2

x(0) = (0, 1,−4, . . . , 0, 1,−4)T

D = ([−5, 5], . . . , [−5, 5])T .
Problem 6 ([12], Problem D5—Tridimensional valley), n = 12.

f3i−2(x) = (c2x
3
3i−2 + c1x3i−1) exp

(
− x23i−2

100

)
− 1,

f3i−1(x) = 10 (sin(x3i−2) − x3i−1)

f3i (x) = 10 (cos(x3i−2) − x3i ),
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i = 1, . . . ,
n

3
, where:

c1 = 1.003344481605351
c2 = −3.344481605351171 × 10−3

x(0) = (−4, 1, 2, 1, 2, 1, 2, . . .)T

D = ([−10, 10], . . . , [−10, 10])T .
Problem 7 ([12],ProblemD6—Shifted and augmented trigonometric functionwith
an Euclidean sphere), n = 12.

fi (x) = n − 1 −
n−1∑
j=1

cos(x j − 1) + i(1 − cos(xi − 1)) − sin(xi − 1),

i = 1, . . . , n − 1

fn(x) =
n∑
j=1

x2j − 10000

x(0) = (0, . . . , 0)T

D = ([−200, 200], . . . , [−200, 200])T .
Problem 8 ([12], Problem D7—Diagonal of three variables premultiplied by a
quasi-orthogonal matrix), n = 12.

f3i−2(x) = 0.6x3i−2 + 1.6x33i−1 − 7.2x23i−1 + 9.6x3i−1 − 4.8
f3i−1(x) = 0.48x3i−2 − 0.72x33i−1 + 3.24x23i−1 − 4.32x3i−1 − x3i + 0.2x33i + 2.16
f3i (x) = 1.25x3i − 0.25x33i ,
i = 1, . . . , n

3
x(0) = (50, 0.5,−1, 50, 0.5,−1, . . .)T

D = ([−5, 5], . . . , [−5, 5])T .
Problem 9 ([12], Problem D8—Diagonal of three variables premultiplied by an
orthogonal matrix, combined with inverse trigonometric function), n = 12.

f3i−2(x) = 64(x3i−2 + x3i−1 + x3i ) − 0.64 + 0.48 arctan(x3i )+
0.60(c1 + c2x3i−1 + c3x23i−1 + c4x33i−1)

f3i−1(x) = 0.48 − 48(x3i−2 + x3i−1 + x3i ) + 0.36 arctan(x3i )+
0.80(c1 + c2x3i−1 + c3x23i−1 + c4x33i−1)

f3i (x) = 0.60 − 60(x3i−2 + x3i−1 + x3i ) + 0.80 arctan(x3i ),
i = 1, . . . , n

3
c1 = 13.901020408163270000
c2 = −1.4056122448979600000
c3 = −2.2183673469387760000
c4 = −0.27704081632653060000
x(0) = (10,−5.223,−1.393, 10,−5.223,−1.393, . . .)T

D = ([−200, 200], . . . , [−200, 200])T .
Problem 10 ([21], 20—Watson function), n = 31.

fi (x) =
m∑
j=2

( j − 1)x j t
j−2
i −

⎛
⎝ m∑

j=1

x j t
j−1
i

⎞
⎠

2

− 1,
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t = i
29 , i = 1, . . . , 29

f30(x) = x1
f31(x) = x2 − x21 − 1
x(0) = (0, . . . , 0)T

D = ([−100, 100], . . . , [−100, 100])T .
Problem 11 ([21], 22—Extended Powell singular function), n = 12.

f4i−3(x) = x4i−3 + 10x4i−2

f4i−2(x) = √
5(x4i−1 − x4i )

f4i−1(x) = (x4i−2 − 2x4i−1)
2

f4i (x) = √
10(x4i−3 − x4i )2,

i = 1, . . . , 5
x(0) = (3,−1, 0, 1, . . . , 3,−1, 0, 1)T

D = ([−100, 100], . . . , [−100, 100])T .
Problem 12 ([21], 25—Variable dimensioned function), n = 12.

fi (x) = xi − 1, i = 1, . . . , n

fn+1(x) =
n∑
j=1

j (x j − 1)

fn+2(x) =
⎛
⎝ n∑

j=1

j (x j − 1)

⎞
⎠

2

x(0) = (1 − 1

n
, 1 − 2

n
, . . . , 0)T

D = ([−100, 100], . . . , [−100, 100])T .
Problem 13 ([21], 28—Discrete boundary value function), n = 12.

f1(x) = 2x1 − x2 + h2(x1 + h + 1)3/2
fn(x) = 2xn − xn−1 + h2(xn + nh + 1)3/2
fi (x) = 2xi − xi−1 − xi+1 + h2(xi + ti + 1)3/2, i = 2, . . . , n − 1,
where h = 1

n+1 e ti = ih.
x(0) = (ϕ j ), ϕ j = t j (t j − 1), j = 1, . . . , n
D = ([0, 5], . . . , [0, 5])T .

Problem 14 ([31], Example 4.2), n = 100.

fi (x) = xi − 1

2n

⎛
⎝ n∑

j=1

x3j + i

⎞
⎠, i = 1, . . . , n

D = ([−10, 10], . . . , [−10, 10])T .

4 Experimental Results and Discussion

Each of the PSO-based algorithms was run 100 times for each problem and the
results were recorded. Table1 shows the average value for each variant and for each



Overview and Computational Analysis of PSO Variants … 1103

Table 1 Average fitness for each variant and problem
Probl. PSO HPSO PPSO nbestPSO imPSO APSO-BFA

1 0.0528181 1.2455202 0.1184616 1.0001038 0.0908982 0.3082658

2 2.9814693 43.7396248 4.3049946 19.5092511 63.8314145 0.0532433

3 8.9968749 28.3936415 7.778936 9.9269534 26.5228901 3.0211635

4 146074.6665 18933.73947 102024.748 9636600 1748.411864 7.5670768

5 8.6065558 305.9715265 5.3841644 14.6271948 257.0224481 5.1945554

6 3.9516086 26.9582765 5.5350005 16.1843605 28.7878497 3.4509692

7 12.0141506 5436.467177 14.513556 24.5525433 156.6607548 18.4907909

8 3.1546608 14.3154373 2.5051079 6.8354779 10.9075963 4.7466275

9 55.2570537 9512.331841 97.1277246 9620.411493 355.9871371 52.9168442

10 687.0008116 4111.382325 1203.176166 1979.955606 968.4655094 11.4743482

11 86.4270586 1335.560895 38.544432 615.5957049 1373.850167 0.0000172

12 103.1314993 96.6219912 82.1260091 141.369621 317.349339 0.00001

13 3.6060743 0.3698597 3.723098 6.4950727 7.7535702 0.1959979

14 3.7440374 12.9426592 4.1950816 11.2938565 15.6786825 8.0368876

Table 2 Best fitness for each variant and problem

Probl. PSO HPSO PPSO nbestPSO imPSO APSO-BFA

1 0.0001408 0.3478782 0.0046987 0.3204995 0.0020883 0.041756

2 0.6129596 2.4106494 0.4826853 3.9993273 16.74129 0.0063515

3 1.6164305 3.3723909 2.0379767 5.3806241 9.4492288 3.0000000

4 0.0005094 1674.549033 3.8449885 2800000 8.386666 5.879998

5 1.5390559 5.7505782 1.4736512 2.1391297 20.05712 1.7346438

6 0.4550197 7.5608556 0.7633491 7.1926957 8.8070766 1.7496797

7 3.0020004 21.8360809 4.0097878 12.7831969 47.5687671 4.8217703

8 0.4606752 4.071636 0.1132738 3.080901 1.35673 1.246511

9 15.6940951 138.9986975 30.8773803 454.4669816 79.2954677 10.1141256

10 67.613611 6.5066936 158.6487704 217.3058526 4.5687597 1.7578917

11 9.3435249 11.0110084 0.761295 132.8155348 562.7917561 1.41 e-31

12 33.3304672 14.8876008 22.8491931 69.2140424 197.5205035 0

13 1.0650655 0.2007966 1.3024803 4.8109839 3.1403194 0.1611444

14 0.3559807 6.6422099 0.6392254 4.9785431 7.3584499 1.6831947

problem. Table2 shows the minimum value found. The minimum values for each
problem are shown in bold.

The APSO–BFA variant achieved the best average results on 10 out of 14 prob-
lems, performing much better than the alternatives on problems 10, 11 and 12 in
particular. However, when we look at the best fitness found, while it did achieve the
best result in six problems, the standard PSOwith inertiaweight had the same number
ofminimumvalues found. PPSOhad the best performance on problem8 in particular.
HPSO, nbest PSO and imPSO performed consistently worse than the alternatives.
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It is interesting to note that the PSO with inertia weight reached the best fitness
for many problems, when it did not perform particularly well on average. A possible
explanation is that the PSO variants often rely on solving the problem of premature
convergence of the PSO algorithm. However, when the particles are near the abso-
lute minimum, this characteristic is a positive one, giving an advantage to the PSO
algorithm.

5 Conclusion

Overall, the algorithms were not always successful in solving the nonlinear equation
systems. One of the reasons for this is the number of variables in each system, which
were considerably higher than the ones present in the variant’s original articles,
whose tests consisted often of systems with less than six variables.

As such, these results are a good way of comparing the variants in complex, non-
trivial problems on a number of particles that was evidently not high enough to reach
the solutions for each system.

Themost successful PSO-based algorithmwasAPSO-BFA,which canbe explained
by being the one that changes the PSO algorithm much more drastically than the
other alternatives. In stark contrast, imPSO, which only made slight alterations to
the inertia weight, performed poorly, and so did HPSO, which modifies only the
worst-performing particle, in addition to the modified inertia weight. The best fit-
ness found for each variant show that the PSO algorithm, while not performing the
best on average, finds the best solution at least some of the time, a result of rapid
convergence if one of the particles happens to start in a promising position. This also
occurs in APSO-BFA, due to the reproduction phase leading to an exploration of a
promising local region.
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Abstract Themilitary training activities are mostly carried out in real environments
with the use of firing ranges, obstacle courses, combat zones, among others. In the
field ofmilitary parachuting, the training is carried out infixed infrastructure, inwhich
it is instructed with techniques of lateral or posterior jump, driving, and landing, to
later move on to the real jump; one of the main limitations in Ecuador is the high
cost and logistics of this training, which is why a multimedia immersion system for
band jumping is proposed, in this way to contribute to the improvement of the skills
of paratroopers using the existing infrastructure in the military units and validating
the system with a usability test.
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1 Introduction

Technological advances for military tactical training today are one of the areas of
greatest evolution and research. This training consists of developing and perfecting
the skills and abilities of the combatants that will be used in tactical operations. For
several years, these training activities have been carried out using real scenarios,
facilities, material, and equipment [2, 6, 9, 10, 15, 16].

In Ecuador, the Army Special Forces are dedicated to training paratroopers in
band jump [4]. For infiltration and combat operations, this training is carried out in
various scenarios of the national geography, coastal, mountainous, and jungle type.
The band jump is performed from the door (side) or from the ramp (rear) of an
aircraft. In order to maintain the operation of the paratroopers, at least, one semester
training is necessary, for which logistics is required in: mobilization of personnel,
material, and equipment in the military detachments of the Ecuadorian territory.

According to data provided by the paratrooper training unit, the cost of a jump in
a unit made up of 16 paratroopers ranges from $35,000 to $40,000. For this reason, it
is evident that the operating costs of these trainings are high, which is why the need
to innovate in the training methodology and techniques is generated. Multimedia
immersion technology or also known as virtual reality has had a great impact in
recent years in the area of entertainment, education, and training [3, 6, 8, 13, 17].

In this context, the present project aims to develop a conceptual test of the mul-
timedia immersion of the band jump, using as resources a virtual environment that
represents a side band jump in an Andean area. The tests will be carried out at the
Special Forces School No. 9 “Capt. Alejandro Romo Escoba” located in the city of
Latacunga, where the infrastructure of the driving simulation tower, virtual reality
glasses, and a smart cell phone will be used. The experience is evaluated through
a SUS test, obtaining an average of 86.25 points among all users, considering it
satisfactory [1, 7, 11, 12].

This work is divided into a methodology section where the materials and methods
used are described. The following section presents the progress of the project with
which the development of the virtual environment for the paratrooper is explained,
followed by an experimentation stage aimed at a group of test paratroopers, with
which it generates a section of results based on surveys of usability to the personnel
who tested the system and finally closes with the conclusions and future work.

2 Methodology

2.1 Band Jump

It is a jump with a military characteristic, where an elastic band from inside the
aircraft stresses, producing the opening of the parachute. The skydiver executes the
jump and waits four seconds for the parachute to open, from which he drives the
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parachute toward the landing zone. Finally, to land, use 5 contact points that are toes,
calves, thighs, buttocks, and lats.

2.2 Band Jump Training

In Ecuador, band jumping training is carried out in the Litoral, Andean, and Amazon
regions. These jumps are performed more frequently on slopes and plains due to
the wide spaces, areas without obstacles, having the most experienced skydiver can
perform the jumps on all types of surfaces.

2.3 Virtual Trainings

The defense field will always require technological innovation to be able to innovate;
in the case of the military band jump, a system is proposed that focuses on the
sensations of driving a parachute from the jump to the landing of the combatant;
immersive virtual reality will achieve this purpose through scenarios and conditions
very similar to the real ones; in the same way, the synchronization of the virtual
environment with the movements and actions of the personnel in training will offer a
high characteristic of realism. The activity begins with the jump of the aircraft where
you have the feeling of emptiness; after a few seconds, you feel the templon product
of the opening of the parachute, and later, the orientation toward the direction of the
wind known as “chest wind” is generated, in a period of no more than one minute
using the left and right driving poles and being able to descend to the landing point,
where the 5 points of contact necessary to finish the practice will be applied.

3 Virtual Environment

3.1 System Structure

The different processes involved in the virtual environment developed in theUnity3D
programming language are based on the functionality defined in the control scripts,
which are shown in Fig. 1.

A simulation phase of the scene or virtualized environment is defined, which
contains the command controller, the virtual reality program, and the modules of
the 3D model which are linked; the objective is to capture all the configurations that
define the physical properties and directionality; this allows to simulate the process
of driving the parachute in a very similar way to the real one. Regarding the Entry and
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Fig. 1 System structure

Exit phases, they allow flexibility in terms of the devices used when observing the
virtual environment, these are: virtual reality helmets (VRBox, HTCVIVE,GearVR,
Oculus).

By making a general structure of the code, it allows the use of different input and
output devices, without the need to carry out a total reconstruction of the project.

The next stage is called scripts, it is in charge of managing communication with
each of the input and output devices; another aspect is tomake the virtual environment
work, develop the functionality of the interface where the user can select different
levels of difficulty where the controller subroutines manipulate the objects in the
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environment; with a solid response, these algorithms used are based on hierarchical
component models. As the output stage, the one that provides the user with 360◦
surround audio is described,which encourages a haptic response of inputs, generating
a visual feedback of the user’s movements within virtual reality.

3.2 Virtualization

The design process begins with the generation of the 3D model through the use
of computer-aided design software; this tool is based on solid modeling based on
operations that takes advantage of the learning facilities of the graphical interface. For
example, ProBuilder which is a hybrid 3D modeling and level design tool optimized
for building simple geometries, but also capable of providing detailed editing and
UV display [14]; on the other hand, it allows to carry out analysis of the movement
and the forces that interact on the created models.

The present work proposes a structure composed of several phases which focus
on describing the development of applications in virtual environments with the aim
of providing greater immersion for military skydiving students in band jumping
training.

Phase 1 It focuses on importing the 3D model of the airplane created by computer-
aided design software.

Phase 2 It is in charge of determining the reference system and establishes the
hierarchies of each of the parts of the 3D model.

Phase 3 Performs the interaction between the virtual reality input devices and the
environment where the application is running Fig. 2a.

To use 3D models developed in a ProBuilder computer-aided design software
embedded in Unity3D, it is necessary to define the hierarchy of the parts of the
model [5]. The parts are assembled to obtain a consolidatedmodel, obtaining a single
object that can be used in the environment without any problem. It is important to
define the position of the model on stage, as well as the rotation and scale, thus
defining its orientation, since it must be moved with models of characters inside.
The result is an object file compatible with Unity3D which is incorporated into the
virtual environment scene where the paratrooper will jump Fig. 2b.

The model virtualization can be seen in Fig. 3, where the parts of the model are
described. In the first sub-phase, the configuration of inputs for the interaction of the
3D model with the virtual environment is carried out, and providing the user with
immersion using mobile devices and VRBox, the driving is carried out using the
gyroscope functions of the SDK and the generation of the wind with the use of the
Wired Zone object, Fig. 4a.

For the manipulation of the parachute object, the implementation of the “Open-
Parachute” function is carried out, which consists of activating the parachute after
having made the jump of the plane, and being activated by the fastening band of the
same, Fig. 4b.
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Fig. 2 Virtualization

(a) 3d object airplane.

(b) Direction of the wind.

In the second sub-phase, the position of the model is recorded in the virtual
environment, in order to navigate through the effect of the transform component
of the position, when using the gyroscope in the device. Through this system, the
parachute fall control is carried out taking into account the wind direction; said
control is configured to respond to the orders that the parachutist gives them Fig. 6.

4 Experimentation

To check themultimedia immersion, the parachute training field of the Special Forces
Brigade No. 9 “Capt. Alejandro Romo Escobar” was used, in which the infrastruc-
ture called “spider” is used, which consists of a mechanism that allows to maintain
suspended in the air to the personnel in training; Fig. 5a shows the structure to be
used which is made up of the base for securing the parachute harness, driving poles.

For this test, the personnel are equipped with the corresponding safety equipment
and virtual reality glasses, and then the test personnel are suspended in the air, as
shown in Fig. 5b.

Finally, the virtual environment is reproduced along with the parachute driving
simulation, as shown in Fig. 6.
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Fig. 3 Model virtualization
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(a) Domedrive.

(b) Descentcontrol.

Fig. 4 Virtualization

(a)Preparationofpersonnelfor
thetest.

(b)Teststart

Fig. 5 Virtualization



Multimedia Immersion System for Band Jumping Training 1115

Fig. 6 Running the test

5 Results

A Usability Scales System (SUS) was carried out, of the multimedia immersion
system for training in band jumping with 16 paratroopers who have responded 12,
obtaining a gross SUS score of 86.25 points, which is above the 68 points required
for be accepted and interpreted in a grade of A−.

The questions that were applied in the survey are:

A. I think I would like to use this system frequently for my workouts.
B. I found the application unnecessarily complex.
C. I thought the system was easy to use.
D. I think I would need the support of a technician to be able to use this system.
E. I found the various functions of this system to be well integrated.
F. I thought there was too much inconsistency in this system.
G. I imagine that most people would learn to use this system very quickly.
H. I found the system very complicated to use.
I. I felt very safe using the system.
J. I needed to learn a lot of things before I could get up and running with this

system.
K. Give a brief comment about the multimedia immersion system for band jump

training.
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Fig. 7 SUS radial chart

According to Fig. 7, it is observed with the weighting of the questions:

• I think I would need the support of a technician to be able to use this system.
• I needed to learn a lot of things before I could get going with this system.

Which refer to the level of dimension of learning capacity by the respondents, it is
indicated that it is in the third quartile and indicates that the system is very intuitive
and that it would not need additional technical personnel.

The other eight questions provide theusability dimension that are in optimal values
over the third quartile, with the exception of “I felt very safe using the system.” This
is because the system is demonstrative and they were used commercial VR goggles
which do not meet military standards for durability and staff were on the lookout for
the goggles not to be dropped or damaged.

6 Conclusions

With the application of thesemethodology, it has been found that this tool presents an
alternative to training paratroopers personnel from Brigade No. 9 “Capt. Alejandro
Romo Escobar” reducing operating costs and providing an immersive experience.
On the other hand, it is worth highlighting the values obtained in the SUS Test where
the perception of users toward the system was weighted at a value of 86 points,
considering that the application was developed in a standard environment.



Multimedia Immersion System for Band Jumping Training 1117

7 Future Jobs

These results obtained open the doors to future research and improvements in the
system, such is the case of the use of specialized equipment for virtual reality, the
development of environments with greater realism, interaction with the training sys-
tems by integrating controls with the training poles. Direction of the parachute, inclu-
sion of emergency maneuvers, and in this way evaluate the learning of the personnel
within physical and psychological parameters.

Acknowledgements To the Brigade No. “9” Capt. Alejandro Romo Escobar,” the Universidad de
las Fuerzas Armadas—ESPE, and the project’s “Simulador de realidad virtual para entrenamiento
de paracaidismo militar de banda” and the “Sistema ciber-físico de cuantificación de impactos para
polígono de tiro laser de las Unidades Militares Del Ejército Ecuatoriano” .
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Modeling Simulation of SIR PC Infection
Spreading Model with Fuzzy Parameters

M. N. Srinivas, B. S. N. Murthy, M. A. S. Srinivas, and M. Naga Raju

Abstract In this article, we considered SIR epidemic PC infectionmodel with fuzzy
parameters. The shortcoming that exists in the PC network by the infection contami-
nation when the resources are revealed requires the examination of the possibility of
multiplication of infection into the association. The infection rate, recovery rate, and
death rate due to PC infection are all modeled as fuzzy numbers, with their member-
ship functions employed as fuzzy parameters in the model. The fuzzy reproduction
number is expressed in terms of an infection load and bifurcation parameter plays
an important role in pc spreading model as well as the model’s stability discussed at
both the infection-free and endemic equilibrium points.

Keywords Personal computer (PC) · Fuzzy parameter · Fuzzy basic reproduction
number · Stability

1 Introduction

PC infection is a malignant portable code which including infection, Trojan ponies,
Worm, and rationale bomb. A program can duplicate itself and assault different PCs.
Furthermore, they are dwelling by eradicating information, harming documents, or
changing the ordinary activity. Because of the great similitude between PC infection
and organic infection [1], different PC infection proliferation models are proposed.
The dynamical demonstrating of the spread course of PC infection is a compelling
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way to deal with the comprehension of the conduct of PC infections on the grounds
that on this premise, some powerful measures can be presented to forestall contam-
ination. The primary pandemic model of PC infections has set up by White [2].
From that point on, diverse pestilence models have been proposed dependent on
the completely interconnected suspicion of the web, with center around their com-
plex dynamical properties [3–13]. The finding toward the finish of last century that
the web geography asymptotically adheres to a force law degree conveyance has
significantly animated the interest in understanding the impact of organization geog-
raphy on infection spreading, prompting the amazing the interest in understanding
the impact of organization geography on infection spreading, prompting the aston-
ishing outcome that an infection could spread across a boundless measured scale free
organization in any event, when the disease likelihood is vanishingly little.

The human contaminated disease [14] may burn-through some time-casing to
respond inside the body prior to being recognized. Essentially PC infection, for
example, email infection likewise burns-through some an ideal opportunity to con-
taminate the assets confidential the system or organization. This disease discovery
period-casing is alluded to as the hatching time system. To identify the presence of
infection in specific structure, numerous programming exists on the lookout. The
proliferation example of the overall infection can be investigated utilizing which
the new infection spread example can be anticipated. The utilization of PC network
displaying approach might be considered in dissecting the expansion of infection
inside the organization since it is like anthropoid contaminated infection spread. In
the writing SIS [15, 16], SIR [17, 18], SIRS [19], SEIRS [20] e-plague models of
infection engendering have been created and questioned by the scientists during the
new year’s utilizing epidemiological methodology. These classes of models have
been created by scientists for dissecting the conduct of infection spread in the PC
organization.

Numerical models have become more significant instruments for examining the
spread of infection in PC organizing systems. Fundamentally, standard differential
condition is utilized for plan of this sort of issue and gives some numerical answers
and clarification. There exist numerous numerical models in crisp climate on spread-
ing of infection which investigate the spread and control systems of the infection,
for example, [21–24]. Because of sensible circumstance, span boundaries or fuzzy
boundaries in PC network demonstrating assume a significant part for investigating
the infection engendering in the system. Utilization of fuzzy rationale and fuzzy sets
in PC network systems has its gigantic potential however they areminimal in number.
There are a few utilizations of fuzzy science which can be originate in [25, 26]. The
main theme of this paper, we used the fuzzy set hypothesis, which is an extension of
the crisp set hypothesis. It also handles the procedures for calculating and deploying
fuzzy sets. In writing, there are just a few applications and research publications that
use fuzzy logic in the communication of desired goals through a computer network.
Figure1 shows a schematic graph illustrating worm progression in a PC network.
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Fig. 1 A schematic diagram of fuzzy SIR flow of worms in PC network

2 Formulation of Fuzzy PC Infection Model

We have considered the classical fuzzy SIR model portray the elements of straight
forwardly sent worms with association among susceptible, infected, and recovered
nodes in the PC network without neither indispensable elements. Let ℘ be the PC
infection load in every PC. Presently, the ability to taint in every PC is considered a
component of the PC infection load in order to account for variability in themodel. As
a result, the larger a person’s PC infection burden, the greater the chance of infection
transfer through a contact connection. The parametersα (℘), Dv (℘)and �(℘)are
determined by taking into account each person’s PC virus load. Table 1 represents
the physical interpretation of fuzzy PC infection model.

⎧
⎪⎨

⎪⎩

dS
dt = � − α(℘)SI

1+γ S − �� − ηS + 	R
dI
dt = α(℘)SI

1+γ S − ηI − Dv (℘) I − �(℘) I
dR
dt = �(℘) I + �� − ηR − 	R

(1)

3 Analysis of Fuzzy PC Infection Model

The fuzzy notions of infection rate α (℘), increased death rate due to virus Dv (℘),
recovery rate �(℘), and virus load 
(℘) are all discussed and interpreted in this
section.

3.1 The Infection Rate’s Fuzzy Membership Function

Let αthe probability of transmission between a suspected and an infected computer
be proportional to the quantity of computer virus load on each computer. Certain
standards of αare extra acceptable than others, transforming alpha into a fuzzy mem-
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Table 1 Physical interpretation of fuzzy PC infection model

Parameter Interpretation Value

� New no of PC 1

α Infection rate of infected PC 0.2–1.5

γ Saturation factor that measure
the inhibited effect

0.3

� Immune rate of the PC 0.7

η Death rate of individual class 0.2

	 Loss rate of immunity of the
recovered PC

0.5

℘ PC infection load 0–1

� Recovery rate of infected 0.05–1

Dv Death rate due to infection 0.1–1

S Susceptible nodes 1–100

I Infected nodes 1–50

R Recovered nodes 1–50

Fig. 2 A membership
function of infection rate
α (℘)

bership function (Fig. 2). To build the membership function, we assume that if a
person’s number of pc infection loads is relatively low, the risk of communication is
small. There is also a particular level of pc infection load ℘0 at which the transmis-
sion rate is maximum and equal to one. The number of virus that can be produced is
always restricted by℘M .

α (℘) =
⎧
⎨

⎩

0 i f ℘ < ℘m
℘−℘m

℘0−℘m
i f ℘m ≤ ℘ ≤ ℘0

1 i f ℘0 < ℘ < ℘M
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Fig. 3 Membership function
of additional death rate due
to virus Dv (℘)

3.2 Additional Death Rate Owing to Infection Using a Fuzzy
Membership Function

The additional death rate, which arises as a result of virus infection (Fig. 3), can also
be assumed to be a hazy number. When virus transmission is modest, the virus load
is low. There is no virus transmission owing to infection (℘0). Also, because ℘ is a
rising function, when the amount of virus is at its peak (℘0 < ℘), the death rate is
higher. We assume that the greatest additional death value is 1 − θ , (θ ≥ 0), and that
the lowest virus-related additional death rate is 0 < D0 < 1.

Dv (℘) =
{
1 − θ i f ℘0 < ℘
(1−θ)−D0

℘0
℘ + D0 i f 0 ≤ ℘ ≤ ℘0

3.3 Fuzzy Member Function of Recovery Rate

The virus infection group’s recovery rate � = �(℘)is also expressed in terms of
the infection load (Fig. 4). The longer it takes to recover from infection, the larger
the infection load, i.e., it is a decreasing function of infected burden ℘.

�(℘) =
{

�0−1
℘0

℘ + 1 i f 0 ≤ ℘ ≤ ℘0

�0 i f ℘ ≥ ℘0

Where �0 is the lowest recovery rate from the infection.

3.4 Fuzzy Member Function of Infection Load

We also suppose that the infection load of the researched group G varies between pc,
and hence G can be expressed as a phonological mutable with expert arrangement
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Fig. 4 Membership function
of recovery rate �(ϒ)

Fig. 5 Membership function
of virus load 
 (℘)

Fig. 6 Classification of
linguistic variables

based on the studied group (Fig. 5). The limitation

℘ is a center value that ϒ gives

the spreading of each of the fuzzy sets presumed by ℘, for static

℘, 
(℘)can have

a language implication, such as weak, modern, and high, as determined by an expert
(Fig. 6).


(℘) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0 if℘ <

℘ −ϒ

℘−
℘+ϒ

ϒ
if


℘ −ϒ ≤ ℘ ≤

℘

−℘−
℘−ϒ

ϒ
if


℘< ℘ ≤

℘ +ϒ

0 if ℘ >

℘ +ϒ
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4 Bifurcation Parameter and Fuzzy Basic Reproduction
Number

The fuzzy basic reproduction number (R f
0 ) may shift critical for various irresistible

infection yet additionally for similar infection in various networks. The limit after
effect of organization hypothesis relates the episodes of plagues and the determi-
nation of endemic levels basic reproduction number more prominent than one and
the infection vanishes when its worth is not as much as solidarity. The steadiness of
infection-free stability changes from temperamental to stable while the basic repro-
duction number increments through one,; however when R f

0 = 1, the system (1)
acquires a bifurcation at the contamination free strength point. Presently we con-
sider the bifurcation esteem at ℘∗.

R f
0 = α (℘) � (1 − �)

(η + Dv (℘) + �(℘)) (η + γ� (1 − �))

℘∗ = k1
(
η2 + a1ηγ + a2 (η + γ a1) + a3η + a1a3γ

)

a1 − k1a4 (η + γ a1)

where a1 = �(1 − �) ; a2 = [(1−θ)−D0]
a0

; a3 = D0; a4 = �0−1
a0

; k1 = ℘0 − ℘m .

5 Equilibrium and Its Stability Analysis

In this section, all equilibrium points of system (1) are calculated, namely infection-
free equilibrium point (V0) and the endemic equilibrium point (V1).

5.1 The Fuzzy Infection-Free Stable Point

The points of equilibrium for infection free are conditions where there is no spread
of infection, in particular I = I ∗ = 0. Thus, the infection-free equilibrium point for
the fuzzy SIR model (1) is

V0 = (
S∗, 0, R∗) =

(
(1 − �)�

η
, 0,

��

η + ψ

)
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5.2 The Fuzzy Endemic Stable Point

The point of equilibrium for endemic is a set of circumstances in which there is a
risk of infection spreading, especially S = S∗∗ �= 0, I = I ∗∗ �= 0 and R = R∗∗ �=
0. We get the endemic stable point for the fuzzy SIR model (1) is where S∗∗ =

η+Dv(℘)+�(℘)

α(℘)−γ (η+Dv(℘)+�(℘))
; R∗∗ = �(℘)I ∗∗+��

η+ψ
;

I∗∗ = �(α (℘) − η (η + Dv (℘) + � (℘))) (�η − (η + ψ)) + η (η + Dv (℘) + �(℘)) (η + ψ)

ψ� − (η + ψ) (η + Dv (℘) + � (℘))
;

Theorem 1 The virus free equilibrium point V0 (S∗, 0, R∗) of the system (1) is
locally asymptotically stable if R f

0 < 1 and unstable if R f
0 > 1.

Proof The characteristic equation of the system (1) at infection-free stable point
V0 (S∗, 0, R∗) is

(−η − μ) (− (η + ψ) − μ)

(
α (℘) S∗

1 + γ S∗ − (η + Dv (℘) + �(℘)) − μ

)

= 0 (2)

It is easily obtained that the Eq. (2) has two negative eigen values
μ1 = −η,μ2 = − (η + ψ), the other eigen value of Eq. (2) is μ3 = α(℘)S∗

1+γ S∗ −
(η + Dv (℘) + �(℘)). According to Routh–Hurwitz criteria , the value of μ3 is
negative if α(℘)�(1−�)

(η+Dv(℘)+�(℘))(η+γ�(1−�))
− 1 < 0 i.e., R f

0 < 1. Hence, the system (1)

is locally asymptotically stable at virus free equilibrium point if R f
0 < 1. While

R f
0 > 1, (2) has positive real roots, which means V0 is unstable.

Theorem 2 The endemic equilibrium point V1 (S∗∗, I ∗∗, R∗∗) is locally asymptoti-
cally stable if R f

0 > 1.

Proof The characteristic equation of the system (1) at endemic equilibrium point
V1 (S∗∗, I ∗∗, R∗∗) is

μ3 + ω1μ
2 + ω2μ + ω3 = 0 (3)

where ω1 = η + α(℘)I ∗∗
(1+γ S∗∗)2 + α(℘)S∗∗

1+γ S∗∗ + (Dv (℘) + η + �(℘)) + η + ψ ;

ω2 =(
η + α(℘)I ∗∗

(1+γ S∗∗)2

)
(η + ψ) +

(
η + α(℘)I ∗∗

(1+γ S∗∗)2

) (
α(℘)S∗∗
1+γ S∗∗ + (Dv (℘) + η + �(℘))

)
+

(
α(℘)S∗∗
1+γ S∗∗ + (Dv (℘) + η + �(℘))

)
(η + ψ) ;
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ω3 =(
η + α(℘)I ∗∗

(1+γ S∗∗)2

) (
α(℘)S∗∗
1+γ S∗∗ + (Dv (℘) + η + �(℘))

)
(η + ψ) − α(℘)ψ I ∗∗

(1+γ S∗∗)2 �(℘) +
(

α(℘)S∗∗
1+γ S∗∗

) (
α(℘)I ∗∗

(1+γ S∗∗)2

)
(η + ψ) ;

According to Routh–Hurwitz criteria it follows that all eigen values of Eq. (3) has
negative real parts ifω1 > 0;ω3 > 0 andω1ω2 − ω3 > 0. Using the conditionsω3 >

0 and ω1ω2 − ω3 > 0 if α(℘)�(1−�)

(η+Dv(℘)+�(℘))(η+γ�(1−�))
− 1 > 0 i.e., R f

0 > 1. Hence,
the system (1) is locally asymptotically stable at the endemic equilibrium point if
R f
0 > 1.

6 Controlling Infection in a Complex PC System

We break down the control of the PC infection assessment in the system (1) using the
fuzzy basic reproduction number R f

0 , in this segment. In the fuzzy system, infection
transmission is determined by the variable, as well as the contact rate, infection-
related death rate, and recovery rate. We portray a section of the accompanying cases
about the presence and stability of the infection in the system in the accompanying.

Case (i):Minimal infection: If

℘<


℘ +γ ≤ ℘m the fuzzy basic reproduction number

is zero, the infection will disappear from the system.
Case (ii): Moderately infected system: If ℘1 > ℘then fuzzy basic reproduction
number is smaller than unity, the system is infection-free (Theorem 1). The system
will become endemic; if ℘1 < ℘, then fuzzy basic reproduction number is bigger
than unity (Theorem 5.2).

Case (iii): Infectionwith a high level of severity: If

℘>


℘ +γ ≥ ℘1 then number of

fuzzy reproductions is larger thanone, the viruswill spread.Currently, the assumption
of a fuzzy fundamental reproduction number is linked to infection control policies.

1. Fuzzy basic reproduction number can be reduced by increasing ℘m

2. Since,

℘∈

(

℘,


℘ +γ

)
, if the amount of medium infection load is very less than

the value of fuzzy basic reproduction number value can reduce. For example, by
using the antivirus.

7 Numerical Simulation

In this section, the pictorial representation of time series evolution of different nodes
for the attributes of Table 1 is carried out in Fig. 7. Figures8, 9 and 10 represents
time series evaluations of nodes at various initial values. It is clearly observed that
infected nodes are attains stability and the trajectories are emerged rapidly when
compared with other nodes. Next faster emerging trajectories exhibited by recovered
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Fig. 7 Represents time series evaluation of susceptible, infected, and recovered nodes against time
(in days) with Initial conditions [3.5; 1.5; 1.0] and attributes from Table1

Fig. 8 Represents time series evaluation of susceptible, infected, and recovered nodes against time
(in days) with Initial conditions [10; 30; 60] respectively and remaining attributes from Table1
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Fig. 9 Represents time series evaluation of susceptible, infected, and recovered nodes against time
(in days) with Initial conditions [7; 21; 42] respectively and remaining attributes from Table1

Fig. 10 Represents time series evaluation of susceptible, infected, and recovered nodes against
time (in days) with Initial conditions [3; 10; 18] respectively and remaining attributes from Table1
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Fig. 11 a, b, c Represents the time series evaluation of susceptible, infected, and recovered nodes
for various values of α

nodes. Now coming to susceptible nodes that they exhibit a sustained dynamics
for some period before attaining stability. Finally, trajectories emerging for various
initial values after certain period.

Later, we tried to explore some of attributes which plays a rich dynamic of the
system for various values is demonstrated by Figs. 11a–c, 12, 13 and 14a–c success-
fully. It is clearly observed that Fig. 11a shows, as α is increasing the susceptible
nodes decreasing correspondingly. Figure11b shows that the infectious nodes are
increasing slightly as α, is increasing and Fig. 11c shows that the recovered nodes
are also increasing slightly by an increase in the values of α, which tells us that apart
from α, some other factors like disguised form of hacking, sudden collapse of fire
walls and so on, driving the system slightly more. The susceptible activity observed
for various values of α turns rapidly into infectious but not much transmittable and
harmful. The roots of infectious in infectious nodes can be traceable, remediable,
and recoverable over a period of time and finally the system attains stability which
makes the system process smoothen without any interrupts.

It is clearly observed that Fig. 12a shows, as� is increasing the susceptible nodes
increasing correspondingly. Figure12b shows that the infectious nodes are decreasing
slightly as� is increasing and Fig. 12c shows that the recovered nodes are increasing
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Fig. 12 a, b, c Represents time series evaluation of susceptible, infected, recovered nodes for
various values of α and attributes from Table1

slightly by an increase in the values of �, which tells us that for various values of �,
the susceptible nodes are increasingwhich results theremay ormay not be an increase
in infectious nodes. Figure12b shows the decreasing trajectories for increasing values
of�, whichmeans that the susceptible activity is less effective and not much harmful
to the network. It is quite clear that as infectious nodes are decreasing, there will be
an increase in recoveries. Figure12c shows the increasing trajectories for increasing
values of �, which means that the transmission of infection is slightly less and also
notmuch harmful to the network. The susceptible activity observed for various values
of � can be detectable, curable, and recoverable over a period of time and finally the
system attains stability without any interrupts in the process.

It is clearly observed that Fig. 13a shows, as Dv is increasing the susceptible
nodes increasing slightly. Figure13b shows that the infectious nodes are decreasing
as Dv is increasing and Fig. 13c shows that the recovered nodes are increasing as
Dv increases, which tells us that for various values of Dv , the susceptible nodes are
increasing which results there may or may not be an increase in infectious nodes.
Figure13b shows the decreasing trajectories for increasing values of Dv , which tells
us that the susceptible activity is very less effective and almost negligible. It is quite
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Fig. 13 a, b, c Represents the time series evaluation of susceptible, infected, and recovered nodes
for various values of Dv

clear that as infectious nodes are decreasing, there will be an increase in recoveries.
Figure13c shows the increasing trajectories for increasing values of Dv , whichmeans
that the transmission of infection is almost negligible as susceptible doesn’t turn to
infectious which results there is an increase in recoveries exhibited by Fig. 13c. The
susceptible activity observed for various values of Dv can be negligible and ignored
over a period of time and finally the system attains stability without any interrupts
in the process.

Figure7 represents time series evaluation of susceptible, infected, and recovered
nodes against time (in days) with initial conditions [3.5; 1.5; 1.0] and attributes from
Table1 Figs. 8, 9 and 10 represents time series evaluation of susceptible, infected,
and recovered nodes against time (in days) with initial conditions [10; 30; 60], [7;
21; 42], [3; 10; 18], respectively, and remaining attributes from Table1.

Figure11a–c represents the time series evaluation of susceptible, infected, and
recovered nodes for various values of α, Fig. 12a–c represents time series evaluation
of susceptible, infected, recovered nodes for various values of � and attributes from
Table1.
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Fig. 14 a, b, c Represents time series evaluation of susceptible, infected, recovered nodes for
various values of � and attributes from Table1

Figure13a–c represents the time series evaluation of susceptible, infected, and
recovered nodes for various values of Dv , Fig. 14a–c represents time series evaluation
of susceptible, infected, recovered nodes for various values of � and attributes from
Table1.

It is clearly observed that Fig. 14a shows, as� is increasing the susceptible nodes
decreasing slightly. Figure14b shows that the infectious nodes are emerging and not
showing variation as � is increasing and Fig. 14c shows that the recovered nodes are
increasing as � increases, which tells us that for various values of �, the susceptible
nodes are decreasing which results there may or may not be decrease in infectious
nodes. Figure14b shows the trajectories are emerging and does not affect for increas-
ing values of�, which tells us that the system attains stability for various values of�
as there is no spread of infection and there is an increase in recovered and a decrease
in susceptible nodes which maintains the harmony of the system. We may conclude
that whenever there is an imbalance in the system, along with traditional recover
tools, experimental role of � is very crucial to recover it and bring the system to the
steadiness.
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8 Conclusions

The goal of this research is to apply fuzzy set theory to the nature of PC infection
spread in the SIR model, which contracts with infected bulges in the system and the
development of protection afterward recovery. We looked examined the impact of
three critical fuzzy parameters on the dynamics of the system (1), transmission rate
α (℘), death rate owing to infectionDv (℘), and recovery rate �(℘) is expressed in
terms of infection load (℘). The fuzzy basic reproduction number R f

0 is, interestingly,
a function of infection load. For R f

0 < 1 andR f
0 > 1, the points of infection-free

equilibrium and endemic equilibrium are asymptotically stable locally. When the
number of infected nodes hits the intervention threshold, this model represents a
realistic scenario of how the intervention is implemented. The fuzzy influence on
PC infection transmission in the SIR model is investigated using theoretical analysis
and numerical evaluation.
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CatBoost Encoded Tree-Based Model for
the Identification of Microbes at Genes
Level in 16S rRNA Sequence

M. Meharunnisa and M. Sornam

Abstract Bioinformatics’ classification of gene sequences is an important study
area since it allows researchers to undertake genomic analysis and detect poten-
tial abnormalities. Genomic sequencing can reveal variants that can lead to disease
development or increase the risk of getting sick. It has the potential to allow individ-
uals to act preemptively before a disease is diagnosed. In this paper, two tree-based
algorithms, namely decision tree and random forest, are used for the identification
of microbes at the gene level in 16S rRNA gene sequence dataset. The survival of
all living things depends on ribosomal rRNA. In the evolutionary process of bacte-
ria and other microbes, 16S rRNA is remarkably conserved. At the same time, its
conservatism is relative and its length is 1500bp. In this paper, the unequal length
of all the sequences is aligned into equal length of 5897bp after performing multi-
ple sequence alignments using MAFFT. The features with the conservation score of
greater than 50% were taken into consideration and leaving the “-” resulted in 1447
features in 12,507 sequences. In this work, label encoding, one-hot encoding, and
category boosted encoder with tree-based methods for the identification of microbes
at gene level are employed. Label encoding converts the nucleotide base A, T, C,
G into numbers 0, 1, 2, 3 which might be misinterpreted as orders or hierarchical
relationship by some algorithms. This issue is addressed by “one-hot encoding”,
but the feature size increases drastically and leads to the curse of dimensionality.
These problems are addressed by “CatBoost encoding” technique. When it is used
along with tree-based methods, the accuracy is not affected as it is same as the other
techniques. But the resulted R-square value states that the high percentage of the
variance in the dataset is explained by CatBoost encoded tree-based methods. The
time taken to execute the model is drastically reduced by using this technique which
is basically a time-consuming process for any gene sequencing method. 5× 2 statis-
tical test proves that CatBoost encoded random forest is highly significant than other
models.
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1 Introduction

Bioinformatics is a branch of study that combines biology, computer science, and
information technology to evaluate biological data using computers and statistical
tools. Biological experiments can generate large amount of data (macromolecular
sequences, structures, expression profiles, pathways, etc.). Dauer [1] presented a
detailed study to understand the ontological dimensions of complexity, components
such as functional relationships, processes, manifestations, and interpretation are
independently evaluated while studying the notion of gene expression. DNA and
RNA sequences, ribosomes, and proteins are all parts of the system. Different bio-
logical systems have different ways to develop. So, start with the DNA nucleotide
sequence and then proceed with the nucleotide structure and with the gene expres-
sion. In order to get the protein sequence, RNA and DNA are needed, after that,
into the next level, which is called protein structure, and then, for cell signalling
and protein interactions. Through the various applications of bioinformatics, it is
possible to understand the complexity of biological systems. A lot of sequences are
stored in databases for analysis. In other words, they are stored in a huge number of
databases. The huge amount of data created by sequences is one of the most impor-
tant characteristics of genomics as a data science. The total volume of data generated
in genomics is far less than that generated in earth science, but orders of magnitude
greater than that generated in the social sciences. However, the rate of data expansion
in genomics is faster than in other fields. Stephen et al. [2] believe that if the current
rate of genomic data collection continues, genomics could eventually generate more
data than social media, earth sciences, and astronomy combined. Shadab et al. [3]
proposed a model for the identification of DNA-binding proteins which is helpful in
the early detection of viruses that can prevent outbreaks like COVID-19 and aid in
drug development. As a result, DNA sequence categorisation is extremely important
in computational biology.

Blanco and Blanco [4] demonstrated that nucleic acids (NA) are fundamental for
protein generation since they contain hereditary information. Nucleotides, which are
made up of a nitrogenous base, an aldopentose, and phosphoric acid, are polymerised
to deliver them. Thymine (T), cytosine (C), and uracil (U) are pyrimidine bases,
whereas adenine (A) and guanine (G) are purines (G). RNAcould be a polynucleotide
that contrasts from DNA in that it as it was and has one chain instead of two, and
it contains ribose instead of deoxyribose and uracil instead of thymine. Messenger
RNA (mRNA) transmits hereditary data from the cell core to the cytoplasm; exchange
RNA (tRNA) transports amino acids to the location of protein blend. Fadeev et al.
[5] concluded that the short ribosomal subunit (16S rRNA) gene is frequently used to
investigate the taxonomic composition of microbial communities in ecology. Putri et
al. [6] demonstrated the three types of rRNA in prokaryotic organisms: 23S rRNA (S



CatBoost Encoded Tree-Based Model for the Identification … 1139

= Svedberg units; 2900 nucleotides), 16S rRNA (1550 nucleotide s), and 5S rRNA
(120 nucleotides). The 16S rRNAmolecule is themostwidely used of the three rRNA
molecules. The 16S rRNA molecule covers a collection of genetic data and is easy
to research. Mazzarelli et al. [7] found that 16S rRNA gene sequencing indicated an
altered gut microbiota composition in COVID-19 pneumonia patients hospitalised
to the intensive care unit. (ICU).

Bukhari et al. [8] built an ensemble-based predictionmodel for identifying epitope
and non-epitope to generate vaccines for Zika virus infection using support vector
machine (SVM), random forest (RF), decision tree (DT), neural network (NN), and
AdaBoost classifiers (Ada). To guarantee consistency, the model was subjected to
fivefold cross-validation, with an average accuracy of 96.072% recorded. The sug-
gested ensemble model will aid in the prediction of innovative ZIKV vaccine candi-
dates in order to protect people worldwide and avert increased incidence breakouts
in the future.

Zhou et al. [9] used category encoding method for bulk RNA-seq and scRNA-
seq data classification, and the feature genes are selected using a category encoding
strategy. To efficiently classify scRNA-seq data, a two-step approach is used. To
begin, each gene’s samples is scored in order to create an ordered category. Second,
using the sample rank for each gene in each class, the category is re-encoded. The
proposed category encoding (CAEN) technique not only modifies the order of class
labels to make feature genes correspond to class labels, but it also overcomes the
problem of class “ties”, which arises when several observations are assigned to the
same common class label. The selection of important feature genes considerably
increased categorisation accuracy.

Deep learning (DL) models may extract meaningful parameters from input.
Gunasekaran et al. [10], CNN, CNN-LSTM, and CNN-bidirectional LSTM archi-
tectures with Label and K-mer encoding were used to categorise DNA sequences.
The models are assessed using a variety of classification metrics. The CNN and
CNN-bidirectional LSTMwith K-mer encoding exhibit good accuracy, according to
the trials, with 93.16% and 93.13% on testing data, respectively.

Concluding the detailed discussion on the different types of encoding methods
on DNA/RNA sequence, the remainder of the paper is described as follows. The
proposed research technique is presented in Sect. 2. The RNA encoding schemes
for machine learning are presented in Sect. 3. Section4 compares and contrasts
the proposed model with traditional tree-based models utilising various encoding
approaches. Finally, in Sect. 5 of this research paper, the conclusion is reached.
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Fig. 1 Proposed tree-based model architecture

2 Research Methodology

2.1 Proposed Method

The following is a list of stages that must be completed in order to complete the
suggested category boosted encoding method with tree-based model architecture .
Figure 1 illustrates the diagrammatic representation of the proposed architecture.

(i) File that contains the 16S rRNA sequence of microbes is extracted from the
GenBank database.The metadata information about the dataset is presented in
Table 1.

(ii) Multiple sequence alignmentswith fast Fourier transformation are used to align
the sequences.

(iii) Using an unweighted nucleotide base frequencies technique, the conservation
score of each feature is determined.

(iv) The unwanted data such as column with gaps “-” and the columns with the
conservation score of less than 50% are eliminated resulting in 1447 features.

(v) The categorical features are converted into floating point values using category
boosting method.

(vi) These floating point values are then used to train tree-based models, which are
then validated using tenfold cross-validation scores.

(vii) To examine the proposed category boosted tree-based model’s effectiveness
(CB-TB), an extensive comparative study made with label encoding and one-
hot encoded tree-based model.
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Table 1 Schema of the dataset

Column name Type

SequenceID String

Sequence description String

RNA sequence String

Length of the sequence Number

Table 2 Sample class distribution of 16S rRNA sequence w.r.t genes level

Genes Number of samples

Streptomyces 1168

Bacillus 356

Paenibacillus 343

Lactobacillus 285

Pseudomonas 267

Nocardia 223

Vibrio 207

Clostridium 200

Flavobacterium 196

Streptococcus 164

Sphingomonas 147

Corynebacterium 117

Mycobacterium 117

Microbacterium 116

Halomonas 114

(viii) The proposedCB-TB achieves the highest performancewith highest R2 values,
which explains the relationship between the variables in the dataset with less
execution time.

(ix) Using 5x2 statistical test, it is concluded that CB-random forest is highly sig-
nificant than CB-DT.

2.2 Data Collection

The entire DNA/genomic sequence of 16S rRNA was retrieved from the “National
Center for Biotechnology Information (NCBI)” public nucleotide sequence database.
The annotation for the DNA sequencing data is provided in Table1.

The sequences are between 459 and 1833 nucleoids in length. This paper focuses
on the prediction of genus of the microbes based on the conserved region of the
sequence. Therefore, the class distribution is based on the number of samples with
respect to genus level which is shown in Table2.
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Fig. 2 The few Positions of the 16S rRNA multiple sequence alignment of instances of bacteria.
Generated with MAFFT

Figure 2 shows sample DNA sequences from the collection that include the whole
genomic sequence of a bacteria, as well as the length of the sequence and the class
labels.

2.3 Data Pre-processing Using Multiple Sequence
Alignments

The method of aligning numerous biological sequences is known as multiple
sequence alignments. In many cases, the resulting sequence has an evolutionary
relationship with a common ancestor by certain evolutionary events such as inser-
tion, deletion, mutation, and rearrangement that occur under certain conditions [11].
Given n sequences Xi, i = 1, . . . , n similar to the form below:
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X =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

X1 = (x11, x12, x13, . . . , x1m1)

X2 = (x21, x22, x23, . . . , x2m2)

X3 = (x31, x32, x33, . . . , x3m3)

...

Xn = (xn1 , xn2 , xn3 , . . . , xnmn )

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

(1)

This set of sequences X is aligned usingmultiple sequence alignments by introducing
any number of gaps into each of the Xi sequences of X until the changed sequences,
Xi ′, all conform to length L ≥ ni |i = 1, . . . ,m and no values in the sequences of X
of the same column consist of only gaps. The following is the mathematical form of
an multiple sequence alignments of Eq. (1):

X
′ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

X
′
1 = (x

′
11, x

′
12, x

′
13, . . . , x

′
1m1)

X
′
2 = (x

′
21, x

′
22, x

′
23, . . . , x

′
2m2)

X
′
3 = (x

′
31, x

′
32, x

′
33, . . . , x

′
3m3)

...

X
′
n = (x

′
n1 , x

′
n2 , x

′
n3 , . . . , x

′
nmn )

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

(2)

The most commonly used multiple sequence alignments algorithms are ClustalW
[12], Clustal Omega [13], MUSCLE [14], MAFFT [16], T-Coffee [15], and Prob-
Cons [17].

2.4 Elimination of Unwanted Data by Calculating
Conservation Score

Conserved sequences are similar or identical sequences found in nucleic acid or
protein sequences in biology. The evolutionary pace of a place is reflected in its
conservation score. The rate of evolution of nucleotide sites is not constant: some
places evolve slowly and are known as “conserved”, while others evolve quickly and
are known as “variable”.

Each column in Table3 represents a nucleotide location in anMSA. The sequence
number of a particular 16S rRNA sequence is indicated in the row. Nucleotides are
designated by a one-letter code, while gaps are denoted by a “-.”

Valdar [18] proposed a mathematical score that measures the degree of conserva-
tion at an aligned site must satisfy the following characteristics:

(a) The score should be a function that fulfils certain mathematical properties.
(b) The relative frequency of a nucleotide in a column.
(c) Recognise conservative replacements.
(d) Penalise the gaps.
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Table 3 Example columns after multiple sequence alignments

Columns

(a) (b) (c) (d) (e) (f)

Sequences 1 A A C G C T

2 A A C G C T

3 A A C G C T

4 – A C G C T

5 A A C G C T

6 A A C G C T

7 A A C G C T

8 – – – – – –

9 A A C G C T

10 A A C G C T

(e) Without compromising evolutionary information, normalise against redundancy
and bias.

(f) Should not be more complex.

2.5 Calculation of Conservation Score

Valdar [18] proposed a method for measuring sequence conservation. The method
is as follows:

SC = x

nx
× NS (3)

where x denotes the number of amino acid types in a column, nx is the number of
times the most common amino acid symbol appears in the column, and NS denotes
the number of scoring sequences. To overcome the problem with [18], a new scoring
scheme was presented by Wu et al. [19]. This score is calculated by dividing the
number of different pairs by the total number of amino acids in a column. The
scoring system is as follows:

SC = xpairs
ypairs

× 1

2
NS(NS − 1) (4)

where 1/2NS(NS − 1) denotes the overall number of possible protein pairings in a
column,xpairs pairs denote the number of unique pairs, and ypairs specifies how often
the most frequent pairs appear.

A different scoring method is proposed by Jores et al. [20] to evaluate the con-
servation of an amino acid. If a symbol A first appears in the sequence database
with a frequency of qA, then the probability of setting it nA times in a column of K



CatBoost Encoded Tree-Based Model for the Identification … 1145

Table 4 Sample columns with its conservation scores

Position Nucleotide Score

2728 – 99.84

2729 – 99.95

2730 T 92.88

2731 G 99.73

2732 – 99.95

2733 A 100

2734 C 62.51

2735 G 99.95

2736 G 100

2737 – 100

2738 – 99.95

2739 C 72.58

2740 C 71.72

2741 – 100

residues is P(X = nA). In this paper, to identify the conserved region, unweighted
position-specific nucleotide frequencies were calculated using Eq.5.

f ua (i) = na(i)/n(i) (5)

where na(i)—nucleotide “a” occupies position “i” in the following number
of sequences. n(i)—total number of sequences aligned =

∑
na(i),

i = 1, 2, 3, . . . , 12,507.Table4 shows the sample columnsof the16S rRNAsequence
with its conservation scores.

From Table4, the columns which consist of “-” with 100% conservation score
have been removed completely and the columns with the conservation score greater
than 50% have been taken for study which resulted in 12,507 sequences with 1447
columns or features to input the model.

3 RNA Encoding Schemes for Machine Learning

DNA/RNA storage has evolved significantly over time. The latest generation of
encodings provides a solid basis for long-term data storage. A DNA storage frame-
work should be able to handle the cost of sequencing and synthesis, as well as the
recovery and storage of information. It is not advisable to give values toDNAgenome
data arbitrarily because this could cause feature learning to fail or need data normali-
sation/regularisation methods. However, the normalisation/regularisation procedure
does not always ensure that the deficiencies in data representation are compensated.
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Yu et al. [21] developed a boosting feature learning performance with an appropriate
encoding technique that ensures normal distribution is usually desirable, and this was
only employed before the development of normalisation/regularisation algorithms.
It also worked well in this study while dealing with nucleotides A, C, T, and G in
RNA data. Nguyen et al. [22] employed convolutional neural network model which
significantly improved the performance in all testing datasets by employing one-hot
vectors to represent DNA sequences and applying a convolutional neural network
model.

Hancock and Khoshgoftaar [23] used label encoding, which is a technique that
automatically assigns an integer value to a categorical variable. It can be used to
convert values that are drawn from a set to numerical values. The procedure of
assigning an integer value to each of a categorical variable’s potential values is
known as label encoding. If a dataset contains a categorical variable with values
from the categories “apple”, “banana”, and “orange”, label encoding could very
well assign mapped values from the ranges “0”, “1”, “2”, and so on. There is not
a more straightforward approach to convert attribute variables to numerical ones.
Label encoding is the least effective strategy. Label encoding is expected to perform
poorly because it introduces artificial order among categorical data.

In this paper, CatBoost encoding technique is introduced to encode the features
of the dataset because the disadvantages of using one-hot encoding are that for
large cardinality, and the feature space might quickly expand and will be fighting
the curse of dimensionality. CatBoost is a category encoder that outputs columns
according to a target value. It does so by estimating the values based on the binomial
and continuous objectives. A CatBoost encoder works in a similar way to a target
encoder, but it additionally uses an ordering approach to avoid target leaking. The
target statistic’s values are based on the observed history, i.e. the target probability
for the current feature is computed only from the rows before it. Categorical values
are encoded using Eq.6

Encoded_Value = TS + P

FC + 1
(6)

where T S is the sum of the target value for that particular categorical feature in the
entire RNA dataset.

P is a constant prior value determined by (sum of target value)/(total no. of
sequences in the dataset), and FC is the total number of category features seen with
the same value as the present one up to this point. The goal statistics for the first few
observations in the sample are always substantially larger variance than those for
subsequent observations. To reduce this effect, target statistics are produced using
several random permutations of the same data, and the final encoding is derived by
averaging across these variants. The final encoded values obey Eq.6 if the number
of permutations is large enough. Table 5 shows the sample columns before and after
CatBoost encoding.
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Table 5 Category Boosted Encoder

(a) Before CatBoost Encoding (b) After CatBoost Encoding

A - C T

G A - A

C T T A

214.43 209.83 208.456 207.781

214.123 200.552 209.708 198.383

191.085 207.787 198.786 207.788

4 Conventional Tree-Based Models

The position of the nucleotides whose conservation score is greater than or equal to
50 was taken into consideration for feature extraction and was used to train and test
the tree-based methods, namely decision trees and random forest. This resulted in
1447 feature vectors. Before the feature vectors are fed into the machine learning
algorithms, the usage of encoding process is crucial. Since all the feature vectors
are categorical, performing one-hot encoding is a crucial process for large dataset
because it adds still more dimensionality. From the perspective of machine learning,
Cerda et al. [24] concluded that it is not a good choice for encoding categorical
variables. Other categorical encoding strategies have been investigated in the field
of machine learning in addition to one-hot encoding [25–27].

For supervised learning tasks, tree-based algorithms are a commonmachine learn-
ing method. Tree-based models produce predictions from one or more decision trees
using a sequence of if–then rules. All tree-basedmodels can be used for classification
or regression models. The approach of selecting the tree structure is a greedy one. In
each leaf, features are chosen in sequence, along with their splits, for substitution.
Candidates are chosen based on information obtained from preliminary split calcu-
lations and the conversion of categorical to numerical attributes. Hussain et al. [27]
proposed categorical boosting (CatBoost) encoding technique which is used to con-
vert categorical features to numerical characteristics. CatBoost is distinct from other
encoding methods in that it has two distinct features: efficient categorical feature
processing and ordered boosting [28].

Both classification and regression problems can be solvedwith decision trees. The
name implies that it uses a tree-like flow chart to display the predictions that result
from a sequence of feature-based splits. When using decision trees for knowledge
discovery, domain experts should usually be involved in the analytic process. As a
result, domain expertswill almost always analyse the final decision trees for extracted
knowledge—that is, rules that can be derived from a decision tree [29]. It begins
with a root node and finishes with a leaf decision. Building a decision tree model
essentially consists of two steps: deciding which features to split and when to stop
dividing. The amount of uncertainty in the dataset is measured by a statistic called
“entropy”, which is used to make this decision. Stiglic et al. [29] have released visual
tuning of decision tree (VTDT), a new decision tree version that allows users to create
effective decision tree representations while taking less time adjusting decision tree
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Fig. 3 Visualisation of rules
generated by decision tree
for 16S rRNA sequence

Fig. 4 Visualisation of decision tree for 16S rRNA sequence

parameters. The tree can be reproduced on a separate page or exhibited on a computer
monitor without the need for navigation or scaling.

Random forest is a group-based machine learning approach. It is possibly the
most popular and widely used machine learning algorithm due to its outstanding or
excellent performance across a wide range of classification and regression predictive
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Fig. 5 Visualisation of random forest for 16S rRNA sequence (five trees)

modelling applications. It is also straightforward to use, with only a few important
hyperparameters to tune and reasonable heuristics to do so. Overfitting is a decision
tree problem in which the model adheres too closely to the features and traits of
the train dataset and performs poorly on a new dataset—the test data. According
to Schonlau and Zou [30], overfitting decision trees leads to low generalisability or
the capacity to predict things in general. To enhance generalisation accuracy, only
consider a subset of the observations and create multiple distinct trees. The random
forest model is an aggregate tree-based learning system, which implies that it aver-
ages predictions from multiple individual trees when solving regression problems
and utilises majority voting for solving classification problems. Rather than using
the original sample, the separate trees are based on bootstrap samples. Bootstrap
aggregating, sometimes known as bagging, is a technique for reducing overfitting.

When compared to decision trees, the random forest algorithm calculates the error
rate more precisely. Figure3 visualises the rules generated by decision tree for 16S
rRNA gene sequences. Figures4 and 5 visualise the trees generated by decision tree
and random forest, respectively. From Fig. 5, it is clearly visible that random forest
is a combination of multiple trees.

5 Experimental Results

The proposed framework is implemented using AMD Ryzen 5 4600H with Radeon
Graphics 3.00GHz, RAM 8 GB unit.

The dataset consists of 12,507 sequences, and the maximum sequence length is
5897 after performing multiple sequence alignments. After calculating the conserva-
tion score for all the columns, the columns with “-” as 100% conservation score and
the columnswith the conservation score of less than 50%are eliminated. This resulted
in 1447 columns after the elimination of unwanted data. All the results presented
in this section are based on the mean accuracy over ten folds of cross-validation.
The comparison predicting genes from the conserved region of the RNA sequences
was only made on the 16S rRNA dataset of bacterial microbes. An overview of all
results, in which different encodingmethods are compared with the proposed CB-TB
algorithms.
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Table 6 Tenfold cross-validation accuracy results achieved using decision tree with label encoder
(LE), one-hot encoder (OHE) and CatBoost encoder (CBE)

No. of folds DT-LE DT-OHE DT-CBE

1 0.944 0.9440 0.950

2 0.957 0.9576 0.946

3 0.945 0.9456 0.937

4 0.948 0.948 0.943

5 0.949 0.949 0.947

6 0.952 0.952 0.947

7 0.944 0.944 0.957

8 0.936 0.936 0.939

9 0.955 0.955 0.952

10 0.956 0.956 0.943

Table 7 Tenfold cross-validation accuracy results achieved using random forest with label encoder
(LE), one-hot encoder (OHE), and CatBoost encoder (CBE)

No. of folds RF-LE RF-OHE RF-CBE

1 0.99 0.99 0.991

2 0.98 0.98 0.983

3 0.98 0.98 0.981

4 0.98 0.98 0.984

5 0.98 0.98 0.982

6 0.99 0.99 0.990

7 0.98 0.98 0.987

8 0.98 0.98 0.988

9 0.99 0.99 0.990

10 0.98 0.98 0.985

The tenfold cross-validation technique is a procedure for measuring the model’s
performance on new data, and it is used in conjunction with commonly used per-
formance metrics such as accuracy and R-squared value. Also, the proposed frame-
work, CatBoost encoding technique with tree-based algorithm, is compared with
other mostly used encoding techniques such as one-hot encoding and label encoding
techniques. The outcomes of this comparison are depicted in Tables6 and 7 .

Tables6 and 7 illustrate the tenfold cross-validation accuracy results achieved
with different encoding techniques such as one-hot encoding, label encoding, and
CatBoost encoding technique along with decision tree and random forest model,
respectively. Table8 shows themean accuracy results of these tree-basedmodelswith
different encoding techniques. Since theRNAdata hasmore categorical features, they
may have a very large number of levels, known as high cardinality, where most of
the levels appear in relatively small number of instances.
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Table 8 Mean accuracy values of tree-based models using different encoding methods

Encoder Decision tree Random forest

Label encoding 0.95 0.99

One-hot encoding 0.95 0.99

CatBoost encoding 0.95 0.99

(a) Label Encoding (b) One-Hot Encoding

(c) CatBoost Encoding

Fig. 6 Boxplot showing the performance of tree-based models on different types of encoding
methods

After the elimination of unwanted data based on conservation score, the 16S
rRNA dataset contains 12,507 sequences with 1447 features. Each feature consists
of different levels of nucleotide bases. Typically, these features are maintained as
text values that indicate distinct characteristics of the observations.

Each category is assigned a value from 1 to N in label encoding, where N is
the number of categories for the feature. Each category is mapped to a vector that
comprises 1 and 0, representing the presence and absence of the characteristic, in
the one-hot encoding approach. The number of vectors is determined by the number
of feature categories. If the number of categories for the feature is really large, this
approach produces many columns, which considerably slows down learning. The
results prove that applying these encoding techniques to this data does not affect the
accuracy of the tree-based model. From Table8, it is clear that CatBoost encoding
techniques also provide the same accuracy as that of other methods.
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Table 9 R-squared values of tree-based models using different encoding methods

Encoder Decision tree Random forest

Label encoding 0.90 0.98

One-hot encoding 0.90 0.98

CatBoost encoding 0.98 0.99

Table 10 Time taken to execute the tree-based models (in seconds) using different encoding meth-
ods

Encoder Decision tree Random forest

Label encoding 86.803 134.143

One-hot encoding 296.958 120.300

CatBoost encoding 80.837 69.4389

So, in order to investigate the performance of CatBoost encoded tree-based model
(CB-TB), R-squared value of the model is calculated. R-squared helps to identify
the percentage of variance explained by the model. Table9 shows that overall Cat-
Boost encoding when combined with either decision tree or random forest obtains
highest R-square of all than the other encoding techniques. For 16S rRNA dataset,
the other methods also perform well, but the percentage of variance of the indepen-
dent variables with respect to dependent variable is highly explained by CatBoost
encoding technique. From Fig. 6, the boxplot illustrates that the random forest model
outperforms in all the encoding methods compared with decision trees.

When the CatBoost encoded model was executed over the entire dataset, the
execution speed was very much slower with a mean execution time of 42.837s for
decision trees and 69.4389s for random forest than the other two models as depicted
in Table10. This model outperforms the others based on the execution time also
as analysing the DNA/RNA sequence is a time-consuming process due its size and
complexity, which usually takes more than an hour to analyse without encoding
techniques.

From Fig. 7, it is clear that CatBoost encoded random forest models outperform
other models in terms of mean accuracy with 99%, R-squared value with 0.99 and
with the lease execution time of 69.438s compared to CatBoost encoded decision
trees.

5.1 Statistical Analysis Using 5× 2 Cross-Fold Approach

Choosing the correct machine learning algorithm is critical because it determines
the model’s performance. The most important factor in selecting a model is its per-
formance, which is achieved using the K-fold cross-validation technique. When two
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data samples have the same distribution, a statistical hypothesis test determines how
likely it is to witness them. The null hypothesis is described in this way. Statistical
calculations can be used to examine this null hypothesis.

• If the test result indicates that there is insufficient evidence to reject the null hypoth-
esis, any observed variation in model scores is purely coincidental.

• Any observed difference in model scores is real if the test result infers enough
evidence to reject the null hypothesis.

Each model is evaluated using the same k-fold cross-validation split of the data, and
each split score is calculated. For tenfold cross-validation, this would yield a sample
of ten scores. The paired statistical test can then be used to compare the results. The
formulation of the null hypothesis would be the first step.

H0: On the dataset, both models perform equally well.
H1: On the dataset, neither model performs equally well.

Acceptable level of significance: 0.5.
In order to compare the two models with the highest accuracy score, CatBoost
encoded decision treemodel andCatBoost encoded random forest model are selected
to conduct 5× 2 cross-fold statistical test to test the hypothesis. With the resultant
p-value of 0.000 which is less than 0.5 and t-statistic of −14.033, it is concluded
to reject the null hypothesis that both models perform equally well on the dataset.
Therefore, the two models are significantly different. This strongly proves the selec-
tion of CatBoost encoded random forest approach than CatBoost encoded decision
tree for the prediction of genes from 16S rRNA dataset.

6 Conclusion

With label encoding, one-hot encoding, and CatBoost encoding, this paper examined
two tree-based approaches, namely decision tree and random forest. With its R-
squared value and execution time, it is discovered that CatBoost encoded tree-based
model surpasses the other models. The 16S rRNA dataset is used to calculate mean
accuracy, R-squared value, and the time it takes to run the model in a stand-alone
system using tenfold cross-validation. The fact that themean accuracy is the same for
all encoding strategies shows that tree-based models outperform all other encoding
techniques with gene sequence datasets. However, based on the R-squared value,
CatBoost encoded tree-based methods clearly demonstrate the strong association
between the model and the response variable. In decision forest, the suggested model
explains 98% of the variability of the response data around its mean, while in random
forest, the proposedmodel explains 99%of the variability of the response data around
its mean. Another time-consuming operation with DNA/RNA sequence datasets
is executing the model due to its vast size, although the CatBoost encoded tree-
basedmodel significantly reduces the execution timewhen compared to conventional
encoding techniques. As a result, it is inferred that the CatBoost encoded random
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forest technique can be successfully used to the gene sequence dataset to accurately
identify bacteria at the gene and species level in less time.
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Roadkill Avoidance System Using
YOLOv5

Mrunal Mendgudle and Mrunal Shidore

Abstract Roadkills due to collisions have been on the rise lately, and many endan-
gered animal species are on the affected radar. Traditional animal-vehicle colli-
sion avoidance systems use object detection for detecting animals, but often these
systems fail due to innumerous reasons, one of them being lack of training on appro-
priate data. In this paper, we identify and overcome the failure spot of most animal
detection systems to present a fast, efficient, and reliable animal-vehicle collision
avoidance framework. It is based on a custom collected dataset containing prepro-
cessed, augmented, and annotated images belonging to 20 categories of animals most
frequently encountered on roads. Further, themodel is trained over theYOLOv5 deep
learning architecture that gives a detection processing speed of 140 fps and renders
an exceptional mAP of 91.27%.

Keywords Roadkill · Road ecology · Augmentation · YOLOv5 · CNN · mAP ·
IoU

1 Introduction

An extremely large numbers of animals, majorly mammals, birds, and reptiles are
killed on roads every day across the globe.Themortality resulting from road accidents
due to crashes or collisions can be very significant for animal species that are already
threatened or endangered with small populations. A million animals are estimated to
have been road-killed every day, alone in the USA [1]. Around 10million animals are
hit on Australian roads every year [2]. In 2019, more than 80 leopards were killed in
India solely due to road and train crashes [3]. These numbers are overwhelmingwhen
picked up from densely populated countries having a decently developed automobile
industry.
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Computer vision-based techniques show enormous potential to solve this problem
through object detection to detect animals on roads to alert drivers. In this paper, we
present a robust, reliable, and efficient system to automatically detect animals while
they are crossing roads and along roadside, using the state-of-the-art you only look
once (YOLO) deep learning architecture which renders an exceptional detection
processing speed of 140 frames per second.

This work is organized as follows: Section 1 gave an introduction to the problem
statement. Section 2 outlines related works based on road ecology surveys estimating
roadkills and on previous work done in the field of deep learning for animal-vehicle
collision avoidance. Section 3 describes the proposed work—the custom dataset and
the methodology implemented. The experimentation results and evaluation metrics’
scores are discussed in Sect. 4. Section 5 concludes and summarizes the proposed
work, followed by the future work in Sect. 6.

2 Literature Survey

Over the past couple of years, object detection has paced exponentially as its appli-
cations cater to a palette of industry requirements and research objectives. In the
current age of autonomous and self-driving vehicles, the task of detecting animals
accurately becomes an important one. Thus, an analysis was done to identify the
animals that are most prone to collisions, so as to connect the dots between road
ecology and real-time animal detection on road.

It was found that in Northern America, the animals that were most vulnerable to
roadkills were deer, dogs, squirrels, raccoons, and rabbits [4]. In European countries,
badgers, dogs, and birds were found to be most susceptible to roadkills. Around 194
million birds and 29 million mammals are estimated to have been killed each year
on European roads, according to a study conducted by University of Reading [5].
While in Australia alone, Kangaroos are involved in eight out of total 10 car crashes
with animals [6]. In South America, hare, rabbits, and foxes captured higher shares
in the amount of roadkills that happen each year, apart from dogs and cattle [7]. In
Asia, dogs, cattle, donkeys, horses, and monkeys cross roads more often than other
animals. Leopards and large wild cats remain the ones badly hit by vehicle collisions
given to their already dwindling population [8]. Middle Eastern countries encounter
camels and horses moving by the roadside, while the African subcontinent sees more
diverse mammals crossing roads, such as deer species, elephants, giraffes, zebras,
wild buffalo , and wild cats [9]. A combined worldwide distribution of roadkills is
shown in Fig. 1.

Conventional animal collision avoidance systems use outworn classifiers like
HOG andHAAR cascade classifiers which have shown poor performance in terms of
accuracy, precision, recall, and speed as compared to convolutional neural networks
[10]. Further the evolution ofCNNs led systems to use architectures like region-based
CNN (R-CNN) and faster R-CNN [11] which are region-based detection techniques,
but their slow detection processing speed holds them back from being practically
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Fig. 1 Distribution of
roadkills worldwide

deployed in real-time. Sharma et al. in [10] propose a system to alert drivers about
approaching animals only up to a speed of 35 km/hr, exceeding which animals are
not detected, meaning that the speed of vehicle and animal would decide whether an
animal is detected, and if driver is alerted. Autonomous driving heavily depends on
object detection [12] but often different movements, angles, and postures of animals
confuse the systems due to lack of training on ‘on-road’ image dataset, resulting in
animal injuries and fatalities. For instance, Volvo automobile company admitted that
hopping Kangaroos puzzled its cars [13]. Many other traditional animal detection
models are fairly geography centered, detecting only a handful local animals, for
example, detecting only cows and dogs on Indian roads [10]; thus, making it difficult
to be adapted as a generalized system throughout the globe.

Ever since its inception, you only look once (YOLO) architecture has been used
extensively to train custom datasets for detection purposes due to its high accuracy
and speed. Buric et al. in [14] describe detecting sports players with handball using
custom dataset to compare YOLO in terms of accuracy and speed with Mask R-
CNN. Cao et al. detect shuttlecock for badminton robots, using YOLO, overcoming
the issue of fast-moving shuttlecocks in complex contexts [15]. Further, various other
applications such as crop harvesting systems [16] and detecting fruits like apples in
different stages of growth [17] have used YOLO architecture for extracting higher
accuracy. More recently, YOLO has widely been used to detect face masks in the
fight against COVID-19 [18].

A key element missing from previously proposed animal-vehicle collision avoid-
ance systems is a practical harmony between road ecology estimations and findings,
and a solution-based deep learning approach.
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3 Proposed Work

In this proposed system, we present a framework for animal-vehicle collision avoid-
ance using a custom dataset comprising images categorized in 21 classes, and a
custom trained YOLOv5 model duly taking care of the trade-off between the mAP
of the model and its real-time performance on live data. The proposed YOLOv5
model is based on analyzed and surveyed data and has been designed taking into
consideration that different geographies invite different animals on roads, leading
to different expectations for collision avoidance systems worldwide. We use the
generalization property of YOLO to customize the architecture for the purpose of
animals-on-roads detection, to train on the custom dataset.

The system block diagram is shown in Fig. 2. First stage is image data acquisition,
after which the image dataset is subjected to preprocessing and augmentations. To
describe classes and bounding boxes in an image, data annotation is performed. This
annotated data is finally fed to the single stage object detector YOLOv5 which has
three parts—backbone, neck, and head, i.e., the final detector.

3.1 Dataset

This section describes the work done for building the custom dataset through data
acquisition, augmentation, and annotation as illustrated in block diagram (Fig. 2).

Data Acquisition: Most of the animals encountered on roads as described in section
I are not found in open-source public datasets like CIFAR-10 and MS-COCO, thus a
need for a new custom dataset arises. The dataset used to train themodel here consists
of a homogeneous mixture of custom captured pictures and Internet sourced public
images. It contains 2500 images of animals on road and by roadside, consisting of
preprocessed and augmented images picturing animals hopping, running, jumping,
striding, crossing, moving etc., in different illumination intensities, captured when
approached by vehicles of varying speeds, finally resized to 416× 416 pixels to suit
our YOLOv5 architecture.

Fig. 2 Block diagram of the proposed system
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Table 1 Clubbing and categorization of animals

Animal Species Category

Coyote, Fox, Jackal, Wolf Fox

Antelopes, Impalas, Kudus, Bushbucks, Puku, Fallow Deer, Spotted Horned Deer Deer species

Cows, Calves, Oxen, Bulls Cattle

Tigers, Leopards, Cougars, Jaguars, Cheetahs, Lionesses, Panthers Large cats

Brown Bear, Sloth Bear, Black Bear Bear

Baboons, Macaque, Orangutan, Gibbon, Monkeys Monkeys

All types of bird species Birds

The custom part of the image dataset was captured on local Indian roads as well
as on the highways passing through forests and urban neighborhoods of various
African countries. The Internet sourced public images were collected and verified to
suit the on-road condition, processed to avoid over-fitting and to prepare the model
for detection in all kinds of geographies, backgrounds and lighting conditions. The
background of cattle crossing a road in Asia can look different from cattle crossing
a road in the USA, thus data acquisition was done understanding the similarities
and differences, and acknowledging the diversity through an equal geographical
representation.

The dataset is divided into 21 classes—dog, cat, horse, sheep, pig, cattle, donkey,
camel, elephant, giraffe, zebra, bear, kangaroo, wild buffalo, deer species, fox,
monkey, birds, large wild cats, lions, and animal-crossing signboard. There are 20
animal-type classes, and one class is denoted to ‘animal-crossing signboard’. It is
important to identify animal-crossing signboard, which can indicate the likelihood
of animals crossing the road at that place to warn the driver. To avoid the curse of
dimensionality, an effort wasmade to logically club animals belonging to a particular
sub-species in one single category as depicted in Table 1.

DataAugmentation. To enhance the dataset, the acquired images were preprocessed
and augmented. Often it is considered tough to implement augmentation strategies
for object detection than for simple classification, as one must handle the intricacy
of bounding boxes [19]. Examples of image augmentations are depicted in Figs. 3
and 4. On an average, three augmentations per image were generated; thus, the size
of the dataset changed to three times the originally acquired dataset. The following
augmentations were performed on the data:

• Rotation: Between −15° and + 15°—this rotates the image 15° clockwise and
15° anti-clockwise.

• Shear: ± 15° Horizontal, ± 15° Vertical—Shearing changes the shape and size
of the image along x and y axis.

• Exposure: Between −15% and + 15%—Increases the overall illumination, i.e.,
brightness or darkness of the image.

• Flipping: Horizontal mirror reflections.
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(a) Rotation -15° (b) Original Image (c) Rotation +15° 

Fig. 3 Image augmentation—rotation

(a) +15% (b) Original Image (c) -15%

Fig. 4 Image augmentation—exposure

• Contrast Stretching: Stretching the range of values of intensity in the image, to
increase the dynamic range of the image.

DataAnnotation:Data annotation is a fundamental part of any deep learning project.
The aim of data annotation is to set boundaries by defining bounding boxes in an
image, within which the probability of the object being present is 100%. We define
the bounding box values along with the class label. YOLOv5 in PyTorch reads the
bounding box data in text file format (.txt), meaning all the object bounding boxes
in one image would be combined and exported in one text file corresponding to the
image.

All the images were manually labeled by the authors, according to the previously
mentioned animal categories. Since a lot of images picture animals crossing roads
in herds or collections, they were carefully annotated to ensure the bounding boxes
do not lose the common dominant features of animal categories, which are used to
build feature pyramids in YOLOv5.
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3.2 Methodology

YOLO is a revolutionary architecture that has made real-time object detection fast
and accurate. YOLOv5—the latest version, is written in PyTorch framework, which
makes its inferences faster compared to older versions. Its performance is higher
than all older versions of YOLO both in terms of accuracy and speed. Shortcomings
of most of the previously proposed deep learning architectures can be overcome by
YOLOv5 that brings with itself an advantageous detection processing speed of 140
frames per second.

YOLOarchitecture sees the entire image during training and test time, so it implic-
itly encodes contextual information about classes as well as their appearance [20].
The YOLOv5 architecture has three prominent parts. The backbone of the archi-
tecture is instrumental in detecting rich features from an input image. Further, the
neck part of the architecture builds feature pyramids which in turn help in detecting
same objects (animals) in different sizes and shapes. The head part is the final
detector which uses anchor boxes techniques. Anchor box structure was introduced
in YOLOv2, which tends to reduce training time and increases the accuracy of the
network. However, a drawback of anchor boxes is that they cannot quickly adapt to
unique and diverse dataset as in our case. To solve this, YOLOv5 integrates anchor
box selection process by automatically learning the best anchor boxes for a dataset
to use them during training over the dataset.

4 Results and Discussion

From the experimental results, one can observe that the YOLOv5 animals-on-
road detection model can accurately identify animals in different geographies with
complex backgrounds, different orientations and varying lighting conditions.

Figure 5a–h displays the test results for animals detected on roads. In Fig. 5a, we
observe that long-haired highland cattle species has been detected accurately as cattle.
In Fig. 5b, three dogs have been detected in complex and crowded background, and in
Fig. 5d, all the birds have been detected properly while they are pictured crossing the
road, irrespective of their sizes. A horse carriage is pictured from behind in Fig. 5e,
and horse has been detected accurately. In Fig. 5g, we can see that a herd of elephants
is crossing the road, though elephants overlap each other in the picture, they have all
been detected accurately by our model.

Tomathematically evaluate themodel’s performance, and to compare itwith previ-
ously publishedworks, standard evaluationmetrics were used—precision, recall, and
mAP. Precision is defined as the fraction of results predicted correctly among all the
predicted results. However recall is the ratio of correct positive results to the ground
truth positive results. From Fig. 6, it is observed that precision and recall of the
proposed model increase with time. Thus, it is deduced that the model is performing
well. Our proposed model has a recall of 91.46%, precision of 85.62% and reaches
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Fig. 5 Some detections in complex backgrounds

 (a) Precision   (b) Recall  (c) mAP 

Fig. 6 Evaluation metrics

an accuracy of 90.20%. To correctly evaluate the performance of object detection
models, mean average precision (mAP) score is used. ThemAP compares the ground
truth bounding box to the bounding box detected by the trained model and returns a
score. In (1), APk is average precision for class k, and n is number of classes.

mAP = 1

n

n∑

k=1

APk (1)

IoU = Area of overlap of predicted & actual bounding box

Area of union of predicted & actual bounding box
(2)

Intersection over union (IoU) helps in determining the tightness of the bounding
box. It is a ratio of intersection and union of ground truth and predicted bounding
box. In our case, we consider mAP with IoU threshold > 0.5. Our model yields mAP
score of 91.27%, which depicts a significant improvement compared to previous
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Table 2 Comparative analysis of performance

Architecture No. of objects Recall Accuracy (%) mAP

YOLOv1 [21] 6 – 98.8 –

HOG, HAAR [10] 1 80.4% 82.5 –

SSD [11] 25 86.45 – 80.5% (100 fps)

R-CNN [11] 25 88.34 – 82.11% (10 fps)

YOLOv5 [Proposed] 21 91.46% 90.20 91.27% (140 fps)

works. Table 2 depicts a comparative analysis of the proposed work with some of
the established previously published works.

As observed from section II, we understand that this is the first time that YOLOv5
has been implemented for the purpose of animal-vehicle collision detection, which
is robust, accurate, and fast as its speed is compatible with human driven as well as
self-driving cars. Additionally, we understand that neither of the previously proposed
systems uses dataset containing images of animals specifically on roads or by road-
side, to train the system on, which defines the very base of our system. Most of the
previous systems have trained their models on open-source images from domestic
farms, forests, or camera traps, which hardly meet the criterion for ‘right dataset’.
The behavior, activity, orientation, movement, and posture of animals matter and are
absolutely different on and along roads, as compared to their natural habitat. Thus,
correct images from the viewpoint of drivers across the windshield of the vehicle can
help train the model efficiently to detect animals when driving on roads, and when
trained over YOLOv5 architecture the combination proves to be accurate and fast.

5 Conclusion

We have introduced an improved, robust real-time animal collision avoidance frame-
work which is based on relevant road ecology surveys, with a highly relevant dataset
trained on YOLOv5. We also introduced a fully annotated dataset, consisting of
2500 ‘on-road’ and ‘along roadside’ images of over 21 classes—20 species of
animals and one common ‘animal-crossing signboard’ class with an aim to make it
publicly available for further work. These are real-world images and include natural,
complex, indistinguishable backgrounds, varying lighting conditions, differing
animal movements, postures, activities, shapes, numbers, etc.

Despite the challenging data setup, we can conclude that our YOLOv5 model is
safe and reliable to use in all geographies for most common animals encountered on
roads and seen along roadside. Finally, our model yields outstanding mAP score of
91.27%, which is a significant improvement compared to previous work in this field.
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6 Future work

For future work, the number of animals crossing roads can be counted to indicate
whether it is a herd of animals or lone ones moving by, which can further help in
alerting drivers. To ensure that no other researcher faces the limitation in image
acquisition, an open-source data using camera traps can be set up. These camera
traps can be set up with assistance from local authorities in different regions. To use
our model on working systems, for future, it is necessary to collect more real-world
dataset consisting of on-road images, which can be collected by setting camera traps
near animal-crossing signboards, traffic signals, highway deviations, etc.
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Automated Cluster Head Selection
in Fog-VANET Via Machine Learning

Anshu Devi, Ramesh Kait, and Virender Ranga

Abstract Vehicle autonomous networks (VANETs) are widely acknowledged as
one of the most important technologies for upgrading today’s transportation net-
works. Because VANET is divided into two distinct groups, safey and non-safety
applications, continuous data interchange is required. Data that is highly time sen-
sitive should be exchanged as soon as possible. It necessitates the use of intelligent
infrastructure capable of storing, computing, and communicating. FOG computing
provides a storage, computation, and communication platform.This study investi-
gates the integration of fog computing (FC) with Lagrange Polynomial Interpolation
for the purpose of authentication of the node via machine learning. The Authen-
tic Vehicle Node with FOG Computing (AVNFC) scheme, which is a fog-enabled
VANET architecture, is described in this article.

Keywords Fog computing · VANET · Machine learning

1 Introduction

It is discernible that industry of automation has made significant strides. Integrating
components of both hardware and software improves the drivability and delight of
customers. Mobile automobiles with on-board units and roadside assistance units
make up a vehicular ad hoc network [1]. It is now possible to communicate from
one vehicle to another (V2V) to improve drivers’ awareness of roadside accidents,
traffic bottlenecks, and other hazards [5]. It makes driving in city traffic and on
highways safer and more comfortable for the driver. Vehicle tracking and weather
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monitoring are among the VANET safety applications that must now be followed.
In order to gather prior knowledge of junctions and highways, as well as knowledge
of the situations of other vehicles, VANET makes use of safety apps.

Real-time warning signals can be broadcast and handled via VANET or RSU. The
VANET should also be able to notify other vehicles. The TMO regularly generates
DDoS and incursion alarms. These include CC (collision/congestion), link failure,
and bad roads. An accident or a crippled vehicle can cause CC (collision/congestion)
in VANET. DoS attacks are examined as sophisticated and typical attacks. Links can
be sabotaged by DoS and SNI. Surges in network traffic cause the VANET V2V
connection to be terminated. Attacks on VANETs, such as denial of service and
distributed denial of service, constitute road hazards. These interfere with the proper
operation of VANET safety applications.

Furthermore, they may pave the way for later VANET attacks by creating
unfavourable road conditions or traffic congestion. As a result, drivers will have
a harder time preventing road fatalities. SNI and DRA attacks, which are known
to overwhelm the RSU in the event of an attack, are examples of disruptive attacks.
DoS andSNI, as previously noted, can employRSUcomputation and communication
capabilities to overwhelm the system with data.

Conversely, real-time sensor units (RSUs) as well as the safety applications they
deploy are built to gather and analyse live data from vehicles. The data obtained
through vehicle-to-vehicle should be properly analysed and quickly transmitted to
other nearby automobiles connected via VANET and safety apps via end-to-end
(E2E) connection in order to be useful. It is critical in VANET that E2E (end-to-end)
communication is protected from DoS and SNI attacks, which might cause the RSU
to become overwhelmed and require quick attention.

It is possible that the RSU will lose time processing incorrect messages or infor-
mation. As a result, for sending V2RSU and V2V messages in VANET, the RSU
requires a storage solution that is both efficient and safe [9]. The VCF concept was
built with the use of cloud-based logical interaction and fog computing technolo-
gies. Based on VCF, vehicles can share sensing, processing, and resource resources
in order to improve traffic management and road safety on the highway. Routes are
developed based on information obtained from vehicles in the surrounding area [4].

Organisations in charge of traffic management at the local and state levels analyse
vast amounts of data. It is conceivable to rebuild significant events in the future, such
as traffic jams or attacks, using virtual reality technology (including DoS and SNI
attacks).

Secure VANET RSUs allow V2V and V2RSU communication in real time.
Delay/jitter and throughput QoS aspects are crucial in VANET. Because of the
VANET’s dynamism, wireless communication is required. Secure wireless link
deployment and related connectivity should be a top priority for the RSU. This
study’s main contributions are as follows: Fog computing is employed to assess
the authenticity of the node by applying the Lagrange interpolation method for key
evaluation. It also cuts down on communication time. Fog computing extends cloud
computing by providing processing, storage, and network connectivity between end
nodes. The communication pattern of automobiles has been used to determine the
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amount of information that can be stored rapidly in a vehicle’s storage. Ascertain the
trustworthiness of VANET nodes and the network as a whole. Improvements to the
delay, packet delivery ratio, and throughput of the VANET were made.

The remainder of the sections are organised as follows. The second section dis-
cusses related work. The proposed flowchart is discussed in detail in Sect. 3. Detailed
simulation results and an analysis of the simulation findings are presented in Sect. 4.
Section5 concludes with future research plans.

2 Related Work

The following are the topics covered in this section of VANET-related work: An
active and constant monitoring of vehicle location, route, speed, and alcohol con-
sumption is required to reduce road accident risk. These parameters are extracted
from real-time data utilising IoVs and high-performance fog computing. Machine
learning algorithms classify vehicles as dangerous (accident-prone) or non-risky
(non-accident-prone). Risky cars are now saved in real time by transmitting safety
notifications. Various machine learning methods are utilised to find the best accident
detection model. Generally, this work reduces road accidents [10].

The authors [16] propose FSDN, a novel VANET architecture that integrates two
emerging computing and network paradigms, SDN and fog computing. Flexible,
programmable, and global knowledge SDN-based architecture, while fog computing
provides delay-sensitive and location-aware services that could meet future VANET
situations. The authors identify all SDN-based VANET components and their roles
in the system. The authors also discuss how resource managers and fog orchestration
models might be used to support surveillance services. The suggested architecture
could address the key VANET issues by combining V2V, V2I, and V2B communi-
cations with SDN centralised control, maximising resource efficiency and lowering
latency. Aside from demonstrating the benefits of our proposed architecture, two
non-safety use cases (data streaming and lane-change assistance) are described.

The authors employed a key sharing strategy to assure secure data transfers. It was
found that adding an intermediary fog layer between the cloud and mobile device
improved the usability of cloud computing overall [15].

Furthermore, the authors investigated the applicability of computing in the fog by
utilising an data based on events collecting approach, which they developed them-
selves [8].

Every time a network node receives a data transfer request, a task is assigned to
it and an event is triggered. When planning a route, consider ‘n’ occurrences like
connecting hops between places. When determining a route, you might incorporate
extra hops between the starting point and the final destination. Additionally, adding
a hop requires the selecting a network of dependable nodes, which is performed via
optimization techniques (OAs) [14].

The authors [13] demonstrated the feasibility of a transferrable VANET geocast
routing belief model, which was then put into practise (TBM). The use of two phases
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of location verificationwas suggested. One level involved using tile-based techniques
to ensure location information accuracy, while the second level involved the use of
TBM to gather collective data on the announced location details for each vehicle,
using data derived from all nearby vehicles using data obtained from all nearby
vehicles. The proposed protocol has a flaw in that it does not describe a technique
for evaluating network security in the VANET environment, which is problematic.
Basically, it called into question long-standing security practises and proposed an
Internet-based location information verification system. A further problem was the
lack of a workable storage option for real-time data exchange.

The author’s system [11] detecting abnormalities in city traffic and calculating
bus arrival times are only two of the fog applications that are utilised to feed traveller
information into the system. It is necessary to assess the dependability of these
applications using real-world mobility data from a large vehicular testbed already in
operation. It is ideal for this type of application to use Fog Computing with a small
amount of current regional data, because its estimations of traffic anomalies and bus
arrival times are quite near to those provided by the cloud. Fog apps, according to
the findings of the network performance testing, can deliver accurate information in
a fraction of the time while also decreasing traffic on the VANET backhaul network
architecture.

The authors [3] look into the use of blockchain and SDN for VANET systems in
5G and fog computing, as well as other applications. Because of the omnipresent pro-
cessing, the blockchain and SDN sharemanagerial responsibilities, relieving the con-
troller of these responsibilities. In addition, a trust-based network security paradigm
is proposed. The simulation findings provide a high level of assurance for network
performance while also promoting entity trust.

The authors proposed [12] a DCCS in ad hoc networks for safety applications in
cars that only addresses network level security and ignores traffic flow. In essence,
the proposed initiative aims to ensure that road users and drivers receive accurate and
timely data when utilising safety applications on their mobile devices. The DCCS
scheme’s goal also included disseminating safety alerts to all network neighbours
in a reliable and timely manner. Another problem with the proposed strategy is that
there is no long-term infrastructure in place. Further complicating the matter was
the lack of a dependable and effective storage mechanism for evaluating information
that is updated in real time.

The protocol for mobile ad hoc networks, known as LER-GR, was proposed
by authors [7] in order to primarily determine security at the network level. In the
suggested LER-GR protocol, an attempt is made to evaluate the location error by
employing a Rayleigh distribution-based error computation technique. With the use
of the LER-GR protocol, it was determined which forwarding automobiles would be
dispatched after them in order to ensure the least amount of error. In order to handle
the mobility in a dynamic manner of the VANET, an alternative plan would have
recommended an effective storage solution as well as intelligence pertaining to the
communication of information about the location, among other things. Data transfer
dependability and cost savings would have been secured as a result of this approach
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Aside from that, there were no known network concerns that could compromise the
safe transfer of location data.

The authors [2] proposed a solution forVANET that is secured time stableGeocast
(S-TSG), but only at the network level. The suggested protocolwas designed to detect
flaws like denial of service (DoS) attacks due toVANET’s decentralised and dynamic
structure, to say nothing of its inability to regulate extraneous information and its
restricted capacity. The suggested protocol did not include any evaluation of either
efficient storage or a smart and safe technical solution for real-time data transmission
in VANETs, as required by the proposed protocol. In addition, the protocol lacked
the capability of interpreting real-time traffic information.

In order to safeguard the security of a network, the authors [6] suggested a
geometry-based localization system (GeoLV) to make up for the lack of a GPS
outages in a cyber-physical system for vehicles (VCPS). The efficiency of a GPS-
assisted localization technique was demonstrated with the purpose of minimising
location-aware neighbour restrictions in cooperative localization as a result of the
technique’s implementation. Vehicle dynamics and roadway trajectories would be
major considerations in the GeoLV’s design. To mitigate the consequences of a GPS
outage for services based on location, re-locations, both static and dynamic a proce-
durewas carried out using the proposed scheme. The use ofGeoLV-based localization
in the event of a GPS failure in the VCPSmodel has the disadvantage of not ensuring
dependability, and no FC technique was recommended or defined. The proposed
systems’ node-level security detection proved to be a significant challenge.

3 Proposed Work

Figure1 depicts to deploy nodes and creating vehicle attributes such as location
and power consumption. When a node transfers a packet, how much power does it
consume? Afterwards, the origin and destination are established. It is important to
transmit data from one area to another in order to function properly. It is recom-
mended that direct data be provided if that node is within its range; otherwise, it
is recommended that the route request be broadcast. The respondent node will be
assigned to a group with a k-number based on his or her response. In order to remain
in the network, each respondent must contribute a percentage of their network share
to the overall network. After that, the fog server computes the network key from
the respondent-network share, which it does via E-Lagrange interpolation. There is
a single global key that is maintained for the entire network; as a result, the global
key is used to identify each vehicle in the network It is necessary to utilise a shared
mechanism since it is insecure to distribute the global key to a big number of cars
at the same time. Depending on whether the car seeks information directly from a
fog server or through an RSU, it will either issue a demand for three shares from
any other vehicle on the network or will randomly select two from a pool of shares
that are accessible. For the high-performance vehicle, it will be one of three total
shares under consideration. The Lagrange polynomial will be utilised by the fog
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Fig. 1 Analysing a real-life node

server in order to calculate the values shown below. Once this is completed, compute
the projected share and compare it to B1 and B2. If the share falls within the range,
route nodes are added, and if the share does not fall within the range, route nodes
are deleted from the network. Following that, you will select the next respondent
and repeat the process until the destination has been reached; if the destination has
been reached, there is no need to select the next responder. As a result, the route
has reached its conclusion. Following that, the parameters that influence the overall
quality of the service will be evaluated. It has now been kept in the Fog repository
database as a parameter for the quality of the service.

4 Result Analysis

According to theproposedAuthenticVehicleNodeUsingFOGComputing (AVNFC),
information aggregation is performed by the fog server (FS) and the road-side unit
(RSU) using two layers of authentication. Specifically, fog and the RSU are both
authenticated. When configuring a VANET, the RSU takes into account metrics such
as throughput, power consumption, and packet delivery ratio; however, when con-
structing a VANET, the FL uses the Lagrange polynomial to identify nodes that are
not trusted by the rest of the network.

In Fig. 2a, each vehicle is uniquely identifiable by the fog level global key, which
is stored in a single location for the whole network. Insecure distribution of the global
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Fig. 2 Automated cluster
head selection

(a)FindingnodethroughNetworkShareKey

(b)Packettransferringamongnodes

(c)Selectionofclusterhead
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key across the vehicles is the reason why the vehicles adhere to a common scheme.
A shared value is created by each vehicle.

Fig. 2b depicts a network of nodes that have been installed at various locations.
As soon as an RSU or an RSU-connected vehicle requests information from a fog
server, the fog server will demand three shares from any vehicle in the network or
will randomly select two shares from a pool of available vehicles. Three total shares,
including the demanding vehicle, will be examined for consideration. In Fig. 2c, the
E-Lagrange technique was used to select the cluster head in this instance.

This is illustrated in Fig. 2 and can be seen in Table1. We utilised the MATLAB
network simulator to construct a network with 50 nodes that is distributed across a
distance of 1000m in length and a height of 1000metres, as can be seen in Table1.
According to the best known estimations, the nodes travel at a speed of 50–100m per
second on average, depending on their location. As shown in Fig. 3, the following
three quality of service parameters are measured and reported: throughput, energy
consumption, and jitter. Specifically, five simulations were run, yielding an overall
total of 11,000 packets in this particular instance. When finished evaluating each

Table 1 Network formation

Node count 50

Network elevation 1000m

Network width 1000m

Simulator MATLAB

Node shifts 50–100 m/s

Packets injection rate 11,000/s

Fig. 3 Throughput, packet delivery ratio, energy consumption through machine learning
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route, the throughput, jitter, and energy consumption of five different routes are
calculated using the evaluation’s results.

It is possible to distinguish between different vehicles using the network shared
key, which is managed by the fog server for the entire network and managed by
the fog server for the entire network. Because of the security measures taken in the
distribution of the network shared key in the vehicles, the vehicles are in compliance
with the shared system as a result each vehicle possesses a particular shared value
that is unique to it.

When an automobile requests the receipt of information obtained from a server,
either directly or indirectly through the use of an RSU, the fog server (cluster head)
will request the contribution of three shares from any vehicle in the network or will
choose two at random from a pool of available shares when the automobile requests
the receipt of information obtained from a server. Three total shares, including the
demanding vehicle, will be considered in the decision-making process. For the fol-
lowing values, the Lagrange polynomial will be employed by the fog server (cluster
head) to compute them on the fly:

The Lagrange polynomial L(X)with degree <= (n − 1) requires n vehicles with
respect to coordinates x1, y1 = f (x1), x2, y2 = f (x2), ::::: xm, ym = f (xm) and is
provided by:

NS(x) = ∑m
i=1 PSi (x)

where PSi (Predicated Share) is provided by:

PSi (x) = yi
x−xk
xl−x j

where 1 >= l, 1 <= m and k! = j .

If m = 3 cars are specified explicitly, the equation will work.
NS(x) = y1

(x−x2)(x−x3)
(x1−x2)(x1−x3)

+ y2
(x−x1)(x−x3)
(x2−x1)(x2−x3)

+ y3
(x−x1)(x−x2)
(x3−x1)(x3−x1)

.

where NS represents Network Share.
To separate the polynomial, use the Lagrange equation’s fundamental interpolation.
NS1(x) = y1

x2∗x3
(x−x2)(x−x3)

for the very first automobile
NS2(x) = y2

x1∗x3
(x−x1)(x−x3)

for the very second automobile
NS3(x) = y3

x1∗x2
(x−x1)(x−x2)

for the very third automobile.
When several polynomials are integrated, the network key that comes from this

integration is denoted by

NGK stands for network global key

NGK (x) = ∑m
k=1 NSi (x).

Vehicles are added to the pool of vehicles and transmit data to the fog server only
when the network global key (NGK ) matches the predicted Share (PS).
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5 Conclusion

It is proposed in this article that Authentic Vehicle Node utilising FOG Computing
(AVNFC) be used as a VANET architecture that is fog-enabled.When developing the
proposed solution, it is important to consider both the security of individual nodes
and the overall network security at the same time. Node security encourages trust
and collaboration among all network neighbours by providing a safe environment.
By ensuring that packets are delivered as soon as feasible, the integrity of the net-
work system at the node level is maintained and maintained. Keeping outsiders from
accessing the network improves latency and increases the amount of packets sent per
second, both of which are beneficial.

Besides that, themodel is also used to communicate real-timenetwork information
to the TMO’s RSU, which helps to reduce delays while simultaneously increasing
the network packet delivery ratio by increasing the network packet delivery ratio.
The proposed AVNFC method is evaluated based on the PDR and jitter QoS criteria
in order to determine the overall performance of the system.
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Neural Network-Based BLDC Motor
Drive for Electric Vehicle Application

Kishore Kumar Pedapenki

Abstract This paper presents an investigation of speed control of BLDC drive with
VSI between PI and neural network controllers. Zeta converter is utilized for control-
ling the DC interface voltage since it is having buck-support capacity and better
improvement of power factor contrasted with boost converter. The power factor
correction (PFC)-based zeta converter is intended to work in discontinuous inductor
current mode. The essential regulator utilized for speed control of engine utilized is
PI controller. In this work, PI regulator-based BLDC drive and neural-based BLDC
drive are performed in MATLAB and compared. The re-enactment results show
neural network controller-based speed regulator lessens the ascent time and gives
quick speed reaction. The created neural network controller has capacity to adapt
promptly and adjust its own control parameters dependent on aggravations with least
state error, overshoot, and rise time. The exhibition of the proposed drive is approved
with outcomes got on a MATLAB/Simulink.

Keywords PI controller · Neural network controller · BLDC motor · Zeta
converter

1 Introduction

BLDC motor is an ideal machine for all powers except high power because of its
big torque/inertia ratio, big effectiveness, big energy thickness, wide scope of speed
control, and little support necessity. It is a 3-ϕ synchronous machine with extremely
durable magnets on the rotatory part and 3-ϕ windings on the stationary part. It is
otherwise called an electronically exchanged motor on the grounds that there are no
brushes and commutator, rather an electronic commutator is utilized depending on
the position of the rotor detected by the Hall effect sensor. Applications include a
wide scopeof homedevices, office computerization,modern instruments, ventilation,
auto, cooling, and so on.
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Owing to the vigorous presentation over a wide scope of working conditions and
utilitarian effortlessness, the PI controller is very popular. Utilizing PI, the drive
controlled on the grounds that it used to arrive at speed accurately and diminishes
consistent state blunder. The speed reaction of the drive is slow because of inte-
gral part of the controller. Since PI regulator does not anticipate the future blunders
of the framework, subsequently it cannot dispose of consistent state motions and
decreases settling time. Neural network has quickly become one of the best of the
present innovation for creating complex control frameworks. A few investigations
show, the outcomes that neural network control yields better outcomes with defer-
ence than those got by traditional control calculations. Along these lines, in modern
applications, the neural network control has turned into an appealing arrangement
in controlling the electrical drives. Neural network controller [1, 2] is one of the
capable controllers [3] in reactive power compensation [3–9] also. The experimental
arrangement dependent on the neural network was likewise evolved around, here of
shunt active filters [8, 9]. In this paper, MATLAB/Simulink-based-simulated model
with the neural network controller and zeta converter is introduced.

2 Power Factor Corrected Zeta Converter

The power factor corrected (PFC) zeta converter [10–12] is a four quadrant DC-DC
converter that works in both current conduction modes. It operates as a buck boost
feature that is a non-inverted response. The schematic diagram is shown in Fig. 1,
and its waveforms are shown in Fig. 2.

The schematic diagram (Fig. 1) contains a MOSFET which acts as a switch, two
inductors and two capacitors with a diode at the middle of combination of L and C.
The waveforms of switching voltage, DC voltage, and voltage across C1, Currents
passing through L1, L2, and Diode are shown in Fig. 2.

Fig. 1 Schematic diagram of zeta PFC converter
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Fig. 2 Wave forms of zeta PFC converter

Steady State Analysis [13]

Utilizing the inductors [14, 15] voltage and time balance equations, the relationship
between stimulus and response voltage can be obtained as shown in Fig. 3a, b.

Let the on period of switch is DT s in the total period of T.

DTs D’Ts

UL1 Udc(in)

UC1

t

(a)

DTs D’Ts

UL2 Udc(in)+UC1-Udc(out)

UC1

t

(b)

Fig. 3 a Voltage appeared at inductor L1 [16] and b voltage appeared at inductor L2 [17]
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Inductor Volt-Sec Balance Equation

From Fig. 3a

Udc(in)DTs −UC1D
1Ts = 0 (1)

Udc(in)DTs = UC1D
1Ts (2)

UC1 = Udc(in)D

D1
(3)

From Fig. 3b

(Uin(dc) +UC1 −Udc(out))DTs −Udc(out)D
1Ts = 0 (4)

(Uin(dc) +UC1 −Udc(out))DTs = Udc(out)D
1Ts

UC1 = Udc(out)

D
−Udc(in) (5)

From Eqs. (3) and (5)

Udc(out)

D
−US = Udc(in)D

D1
(6)

Udc(out)

D
= Udc(in) + Udc(in)D

D1
(7)

Udc(out) = Udc(in)D

(1 − D)
(8)

D

1 − D
= U0

Uin
= Iin

Io
(9)

D = Udc(out)

Udc(out) +Udc(in)
(10)
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Fig. 4 Architecture of artificial neural network

3 Neural Network Controller (NNC)

Neural network [4] is one of the bio-motivated frameworks. It is motivated from
organic neuron. The organic neuron works dependent on the preparation given by
the parents and the climate. Likewise, the neuron in the NN must be prepared appro-
priately to get the necessary outcome. The information which are given to the neural
network is partitioned into three sorts: training, validating, and testing.

(1) Architecture of NNC [18]: The structure of the two layered neural network
used in this work is show in Fig. 4. The neural network controller used here
is having two computation layers. One is hidden layer and second one is the
output layer. The sigmoid function is used as the active function in the hidden
layer, and a linear function is used as the activation function for the output
layer.

(2) Implementation of NNC [19, 20]: The flowchart describing the step by step
procedure to implement the neural network controller in the MATLAB is
explained in Fig. 5. This procedure is followed for utilizing the neural network
tool box in MATLAB/Simulink.

Thevarious parameters utilized in thiswork are tabulated inTable 1which contains
the inductors, capacitors as shown in Fig. 6.

4 Methodology and Result Analysis

The BLDC drive includes rectifier, direct current filter, zeta converter, VSI, and
brushless DC motor [14, 22]. The 1-ϕ AC supply is fed to zeta converter, after it has
been converted to DC by using a diode bridge rectifier and DC filter. The output of
diode bridge rectifier contains harmonics. To eradicate these harmonics, DC filter
is utilized. Now the input to the zeta converter is a rectifier fed DC Voltage. Zeta
converter can improve the power factor of the system when compared to the counter
part of the boost converter.

Zeta converter is utilized to provide the input to VSIwhich feeds the BLDCmotor.
The control signals for switch in the zeta converter are provided by the speed of the
BLDC motor. The speed of the motor is the actual speed which is compared with
the reference speed given by the mathematical modelling. The difference between



1186 K. K. Pedapenki

Fig. 5 Flowchart for the
implementation of neural
network in MATLAB

Table 1 Various parameters
utilized in this work [21]

S. No. Formulae Values

1 L1 = U2
s

2Pmax fs

(
Udc max

Udc max+
√
2Us

)
1.29 mH

2 C1 = Pmax

η
(√

2Us+Udc max

)2
fs

423.06 nF

3 Lo = U2
s

Pmax

Udc max

λ fs (
√
2Us )

(
Udc max

Udc max+
√
2Us

)
3.89 mH

4 Cdc = Pmin
2ωkU2

dc min
5 mF

5 C f max = Im
ωLUm

tan θ 378 nF

6 L f = 1
4�2 f 2c C f

1.03 mH

them is the error signal which is processed in an ANN controller. The output f ANN
controller is again compared with the saw tooth generator in the PWM generator.
The final output of the PWM generator is the gating signals to the switch in zeta
converter. So, the zeta converter will provide the power factor improved input to
VSI.

The position of the rotor of BLDC motor is extracted and sent to electronic
commutator to provide the gating signals to VSI. In this way, the output of the
VSI is purified twice with two control strategies, viz. One is giving signals to switch
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Fig. 6 Zeta PFC converter for BLDC drive with neural network controller

of zeta converter, and the other is giving the gating signals to VSI. For the first one,
the input is speed of the BLDC, and for the second one, the input is the position
of the rotor. It is clearly shown in Fig. 6. The neural network is used as shown in
Fig. 6. The input for the neural networks is the error generated by the difference of
the actual speed and the reference speed. The corresponding signals generated by
the NN controller is fed to the PWM generator which can generate the signal to the
MOSFET by comparing the samewith a saw tooth generator. The difference between
the PI and NNC are clearly visible in all the diagrams with various parameters. The
correlation of the PI and NNC in numbers are displayed in Table 2.

Figure 7 shows the DC interface voltage taken after the DC filter shown in Fig. 6.
Thefirst diagram is shownwithPI controller (conventional controller), and the second
diagram is with NN controller (bioinspired controller). The difference is clearly
shown in the diagram in settling the waveform at the steady state value of 250 V.
With the PI controller, it takes 2.10 s to reach the steady state value whereas with the
NN controller, it only takes 0.18 s.

Figure 8 shows the speed response of BLDC motor as shown in Fig. 6. The first
diagram is shownwith PI controller (conventional controller) and the second diagram

Table 2 Comparison
between PI and neural
network controller

Parameters PI controller Neural network controller

Power factor 0.91 0.98

Settling time (s) 2.10 0.18

Rise time (s) 2.10 0.06

Voltage ripple (V) 2.50 2.30
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Fig. 7 DC interface voltage (V) using proportional–integral controller and neural network
controller

Fig. 8 Speed response of BLDC motor using proportional–integral controller and neural network
controller

is with NN controller (bioinspired controller). With PI controller, the speed reaches
2500 rpm after 2.5 s and with NN controller, it reaches 2500 rpm after 0.15 s only.

Figure 9 shows the stator current of BLDC motor as shown in Fig. 6. The first
diagram is shownwith PI controller (conventional controller) and the second diagram
is with NN controller (bioinspired controller). With PI controller, it has two cycles
for 0.15 s whereas with NN controller, it has four cycles in 0.15 s. The frequency of
the current is doubled with NN controller compared to PI controller. The magnitude
with PI controller is maximum around 4.8 A, and it is around 6 Awith NN controller.

Figure 10 shows the electromagnetic torque. The first diagram is shown with PI
controller (conventional controller) and the second diagram is with NN controller
(bioinspired controller). The frequency of the electromagnetic torque is doubled

Fig. 9 Stator current using proportional–integral controller and neural network controller
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Fig. 10 Electromagnetic torque using proportional–integral controller and neural network
controller

with NN controller compared to PI controller. The oscillations are very huge in first
diagram (PI controller) when compared to second one (NN controller).

5 Conclusion

The PF corrected zeta converter-based BLDC utilizing NNC has simulated using
MATLAB/Simulink. This work presents a relative examination of speed adjustment
of the BLDC drive. Inspite of using boost converter, the zeta converter is utilized
which has buck boost property. So, it can provide better PF improvement. The speed
of the BLDC utilizing PI controller takes more time to rise and settle to the steady
state condition. In this work, the NNC is proposed to eradicate this problem. It has
less rise and settling time with further developed PF. The speed adjustment of the
BLDC drive with zeta converter controlled by PI and NN controllers are examined,
and the simulation results were obtained inMATLAB/Simulink. By using the results
obtained by these two controllers, the neural network has given a very good results
in power factor, settling time, rise time, and voltage ripple.
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Rule Placement-Based Energy-Aware
Routing in SDN: Review

Rachid Ben Said , Sakirin Tam , and Omer Ozgur Tanriover

Abstract The widespread use of cloud computing infrastructure increases energy
consumption issue in data centres. Many network providers and researchers investi-
gated and implemented different approaches to optimise energy in networks. Mean-
while, software-defined network (SDN) has emerged as a new possibility to save
energy because it can separate control plane and data plane in order to optimise
routing and enables flexible control in the network. To maintain administrative
and technical requirements, defining and placing rules for routing policies in the
network are an important concern. In this study, the authors conducted a system-
atic literature review of rule placement approaches for energy-aware routing (EAR)
in SDNs. The search identified 965 articles from Web of Science, Scopus, IEEE
Xplorer, ScienceDirect, Springer Linked, EBSCOhost, Emerald andGoogle Scholar,
published since 2013. After multi-stages of selection process, 23 articles are selected
for the review study. The study aims to discuss approaches and their corresponding
methods used in rule placement for EAR. EAR approaches in implementing rule
placement achieved good result but with limitations. The authors analyse how the
rule placement approaches affect the performance of the network to address future
research attentions for further EAR improvement.
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1 Introduction

Today’s computer networks are made up of a range of heterogeneous devices (e.g.
switch, router and middlebox) frommany vendors, all of which are running a variety
of complex and dispersed protocols. In traditional networks, router used to distribute
packets by routing protocols such as Open Shortest Path First (OSPF) to determine
which interface messages should be passed on [1].

Software-defined networking (SDN) promotes separating forwarding devices
from the software that controls them to reduce reliance on a single equipment manu-
facturer and simplify network management. OpenFlow, in particular, implements a
section of the SDN approach through a simple but powerful protocol that abstracts
network communications into flows to be analysed by interim network elements
using only a fixed number of primitives [1].

SDNs also strive to use flow-based forwarding rule rather than destination-based
rule (as in classic router) to enable finer network traffic control. Rule placement is
a technique which focuses on how to place the rules in the switches, effectively.
Routing in SDNs is defined by control plane and forward data plane. The first packet
of each new flow, the switch request triggers flow initiation to the controller. Then,
the controller defines a path for the flow packet, and the decision of routing is based
on the flow table entries. There is a rule, and its corresponding action is used to
match with each flow table entry. The primary two approaches of rule placement are
reactive or proactive. However, all rules in rule placement assume a global view of the
network, and the efficiency of rules is depending on the complexity of the constraints
such as rule meaning, optimise routing, rule space reduction and wildcard.

In this review study, the authors survey the approaches that were deploying SDN-
based energy-aware routing (EAR) respecting both constraints: the capacity of the
link not lost and the size of forwarding tables reduced so that energy consumption
of the network is minimised. In addition, the authors discuss EAR methods and
potential future researches.

The paper is organised as follows: Section 2 presents description on materials and
methods. Section 3 provides results and discussion. Section 4 provides discussion on
open issues on rule placement, QoS in SDN and direction for further works. Section 5
presents the paper’s conclusion by remarks.

2 Materials and Methods

The authors conducted systematic literature review based on the original guide-
lines described by Kitchenham et al. [2]. The aims of a systematic literature review
are:“... to identify, evaluate and interpret all available research relevant to a partic-
ular research question, or topic area or phenomenon of interest. Individual studies
contributing to a systematic review are called primary studies; a systematic review
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is a form of secondary study”. Based on guidelines of Kitchnham et al. [2], the steps
of the study are conducted as below.

2.1 Research Question

SDNs have been attracting a growing attention in the network community in recent
years. It is a new networking paradigm that decouples the control plane from the data
plane. It provides a flexibility to develop, test new network protocols and policies
in real networks. But in practice, TCAMs are an expensive and power hungry. To
tackle this problem, many existing solutions implement rule placement in OpenFlow.
Therefore, the study aims to provide a comprehensive understanding of rule place-
ment, how rule placement algorithms are implemented and what are the potential of
new research in rule placement for energy-aware routing. The authors’ study address
research questions as follows:

RQ1: What are the available rule placement approaches used for EAR in SDNs?
RQ2: What algorithms are implemented in rule placement?
RQ3: What are the impacts of rule placement approach on Quality of Service
(QoS)?

To address RQ1, the authors conducted search strategy to identify promising
research in EAR using rule placement approach from recognised online databases
including Web of Science, Scopus, IEEE Xplorer, ScienceDirect, Springer Linked,
EBSCOhost, Emerald and Google Scholar. Within the scope of the rule placement-
based EAR, the authors answer RQ2 and RQ3 in order to analyse the algorithms
used in rule placement approaches and how it affects the performance of network.
With respect to RQ4, the authors address the limitation of current studies and define
possible improvement for EAR in SDNs.

2.2 Search Terms

With respect to RQ1, the authors created primary search keywords: “rule place-
ment, energy-aware routing and software-defined network”. Then, a search string is
constructed based on the primary search keywords to search from online databases.
The search string is formulated with different synonyms for each keyword. Table 1
shows the keywords and its synonyms.

Table 1 shows list of search keywords and synonyms.
To design the search string, the authors use the Boolean operators (“AND”, “OR”)

to connect the keywords together. The search string is as follows:
(Rule placement OR rule placement approach OR rule placement algorithms),

AND (for energy-aware routing OR energy consumption OR energy reduction),
AND (in software-defined networks OR data centre).
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Table 1 Search keywords for search strategy

Category Keywords and synonyms

Network Software-defined networks,

Energy aware routing Energy-aware routing, energy consumptions and energy reduction

Rule placement Rule placement, rule placement approach and rule placement algorithm

2.3 Search Strategy

Kitchenham et al. [2] recommended conducting search from different online
databases. Therefore, the authors perform the search on eight different online
databases including both the journal and conference articles as follows: Web
of Science, Scopus, IEEE Xplorer, ScienceDirect, Springer Linked, EBSCOhost,
Emerald and Google Scholar. These databases cover the majority of journal and
conference proceeding, technical and books that allow the authors to perform and
locate potentially relevant studies. Trial searcheswere also performed for a number of
search strings that were constructed with a combination of keywords and synonyms
as given in Table 1.

2.4 Study Selection Criteria and Procedure

Metaheuristic search was applied based on the search string on different online
databases. In order to cover wide range of the study, initially the search string
is defined widely. The search found many studies including out of the scope of
energy aware routing using rule placement in SDNs. To exclude irrelevant articles
those which do not provide information for research question, the authors developed
inclusion/exclusion criteria.

Inclusion criteria

• Articles those are published since 2013.
• Articles those provide information for the research questions.

Exclusion criteria

• Papers those primary focus were not discussing about rule placement for energy
aware routing.

• Papers those discuss energy aware routing but do not discuss rule placement
approach.

• Papers those full text were not available.
• Document which is in the form of slide presentation.
• Workshop summary, patents and unpublished reports.
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2.5 Search Quality Assessment

To guide the interpretation of finding for data analysis and synthesis, the authors
have preliminary applied study quality assessment [3]. The quality of each selected
study was evaluated against a quality criteria checklist. The criteria use binary scale,
which is a “Yes” and “No” to avoid misinterpretation of the result [4]. It is because
the aim was not to rank the studies according to the overall quality score. Quality
criteria checklist as the following display:

A1: Are the aims of the research sufficiently explained?
A2: Is the study context adequately described?
A3: Is method adequately described?
A4: Is measure use in the study well defined?
A5: Is research finding clearly stated?
A6: Does the conclusion relate the aims of proposed research defined?

2.6 Data Extraction

Data extraction is executed based on the study selection criteria mentioned in the
section above. The papers which provided adequate discussion on energy aware
routing using rule placement techniques and published since 2013 are included for
further analysis.On the other hand, the paperswhich donot discuss the rule placement
for energy aware routing or discuss only energy aware routing but do not discuss
rule placement, or papers those full text are not available or full text those are in the
form of slide presentation or workshop summary or patents or unpublished reports
are excluded. Figure 1 illustrates the stages to execute the search. Each stage shows
how the papers are filtered and the quantity of papers are counted.

There were 965 articles found when search strings were applied at the initial stage
of the search process. After applying study selection criteria, there were 108 articles
recorded. Title and abstract skimming were conducted to find the relevant studies
which addressing rule placement for energy aware routing. There were 72 articles
related about the issue. Then, moving one more stage to review detail of the articles
manually in order to get the most relevant studies of rule placement used for energy
optimisation in SDNs. There were 23 articles considered for the study.

3 Results and Discussion

In this section, the authors provided an evaluation of energy aware routing using
rule placement in SDNs. The result of the study is structured based on the research
questions as the following:
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Fig. 1 Paper selection
process

RQ1: Rule placement approaches

Rule placement is a technique,which focuses onhow toplace the rules in the switches,
effectively. Routing in SDNs is defined by control plane and forward data plane.
The first packet of each new flow, the switch request triggers flow initiation to the
controller. Then, the controller defines a path for the flow packet, and the decision
of routing is based on the flow table entries. There is a rule, and its corresponding
action is used tomatchwith each flow table entry. The primary two approaches of rule
placement are reactive or proactive. However, all rules in rule placement assume a
global view of the network, and the efficiency of rules is depending on the complexity
of the constraints such as rule meaning, optimise routing, rule space reduction and
wildcard [5–10].

Overall, there are 23 relevant studies from the sources are identified to provide rule
placement approaches for energy optimisation in SDNs, as given in Table 2. There
are 12 studies discussed proactive approach, six studies discussed reactive approach,
five studies discussed rule meaning approach, six studies discussed compromised
routing approach, 19 studies discussed rule space reduction approach, and ten studies
discussed the wildcard approach.

Proactive rule placement: In this approach, the controller populates the rules ahead
of time before the traffic matches of the new packet flow arrive into the switch.
Figure 2 [7] shows the process of how a flow is placed and forwarded, proactively.
The rules are pre-installed in the controller and pushed to respective switches (Arrow
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Table 2 Rule placement approaches for energy efficiency

ID Approaches Proactive Reactive Rule
space
reduction

Rule
meaning

Compromised
Routing

Wildcard

1 MINNIE-Extended
[5]

√ √ √ √

2 MINNIE [6]
√ √ √

3 OFFICER [7]
√ √ √ √

4 Two-dimensional
compression [8]

√ √ √

5 Optimising rule
placement [9]

√ √ √ √

6 Big Switch [10]
√ √ √

7 NNIRSS [11]
√ √

8 Optimised flow
management
mechanism [12]

√ √

9 Rule placement
schemes [13]

√

10 OPTree [14]
√ √ √

11 FlowStat [15]
√ √

12 Compression in
EAR [16]

√ √

13 Reducing
reconfiguration
cost of flow tables
[17]

√

14 Raptor [18]
√ √ √ √

15 TRPS [18]
√ √

16 Reduce flow
configuration [20]

√

17 Hybrid rule
placement [21]

√ √ √

18 RPCFE [22]
√ √

19 PARD [23]
√ √

20 FTRS [24]
√ √

21 Wildcard [25]
√ √ √ √

22 MIRA-RA [26]
√

23 Palette [27]
√ √
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Fig. 2 Proactive rule placement

1 and Arrow 2) before the arrival of flow F1 (Arrow 3). This approach does not have
setup delay which enable forwarding traffic to become faster. The most studies of
proactive approach is mainly focused on access control [7, 8, 10, 18, 23–25, 27]. In
access control, the rules are predefined by the operator, independently of the traffic.
However, proactive approach is also used to decide forwarding rule, but it requires
prior paths calculation and accurate traffic prediction [9, 14].

Reactive rule placement: In this approach, the rules are generated to react on demand
to flow events. The switch enqueues the packet and looks up the rules in the flow
table for every new flow entry. Then, the switch informs the new arrival flow to the
controller. The controller generates rule corresponding to the instruction and push it
back to respective switches. Afterwards, the switch dequeues and forwards the packet
in the network. The process of packet handling in reactive approach is described in
Fig. 3 [7]; the flow F1 is queued at two switches (Arrow 1 and Arrow 4), the switch
sends new flowmessage to the controller (Arrow 2 and Arrow 5). Once the controller
creates the rule and installs it on the network, the controller pushes the rule to the
switch (Arrow 3 and Arrow 6). Finally, the packet of new flow is forwarded to end-
point E1 (Arrow 7). Reactive rule placement requires to adjust configuration of the
network continuously which increases flow path establishment latency [12, 26]. The
controller creates path for every new coming flow and reroute for all effected flow.

Fig. 3 Reactive rule placement
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Hybrid rule placement: Using proactive approach in rule placement requires prior to
paths calculation and traffic prediction, while using reactive approach for all flows
increases flowpath establishment latency andmemory constraint. Hybrid approaches
[5, 10, 18, 23] are proposed to create new flow entry in a proactive–reactive manner.
Proactive handles the flow traffic at aggregate level, and reactive creates flow table
entries with higher priorities.

Rule space reduction: Another problem is the routing table of SDN is stored on
TCAM which causes power hungry and memory constraints. Rule space reduction
is an essential technique to generate, compress and push the rules to forwarding
switch to reduce the table size to improve routing traffic while optimising energy
consumption. Many existing researches have addressed and proposed rule space
reduction approach to solve the problem of rule space limitation. The authors in [9,
13–21, 24, 25] proposed aggregation technique to compress the flow table. Kanan
et al. tried to compress by adding tag to packet header [18], and Rifai et al. proposed
packet header compression to compact the rule [5, 6].

The authors in [7, 10, 22, 27] proposed forwarding policies distribution as another
solution to manage rule space constraints. Unlike aggregation technique, forwarding
policies do not apply any compressionmechanisms to the flow. For example, Nguyen
et al. proposed to deviate traffic path to alternative paths with different policies
to reach destination without violating end-point policy [7]. However, the mecha-
nism may introduce penalty on QoS of flows when forwarding table are rarely full.
Chuangchuang et al. introduced intelligent routing base on neural network routing
scheme. The principle is to reduce TCAM space and to improve data flow routing
and forwarding. Flow table is replaced by neural network, and the routing of data
flow can be predicted based on application type that meets the QoS requirement of
the network.

Wildcard: is also called compression or aggregation techniquewhich is used to reduce
the required rules in the flow table. The number of original rules will be compacted
and replaced by smaller size of rule of flow table. The principle of wildcard is to
compress flows that have the same action into a single rule to reduce rule space
while preserving the original semantic. Authors in [9, 22] tried to compress and
prioritise access control rules. The access control rule compression has multiple
header field and a binary decision action which indicate that a packet is dropped or
permitted. Authors in [3, 5, 12, 13] proposed forwarding rule compression to decide
exact forwarding rules for the flow on the chosen path. The access control compres-
sion is more complicated than forwarding compression; the forwarding compression
has stricter time constraints for fast rerouting for the case of failure. Zhou et al.
proposed a hybrid of wildcard approach by joining per-flow routing and tag-based
routing problem. Even though wildcard rule placement can reduce number of rules
to optimise memory constraints, it makes flow become less visible which make the
controller cannot control the flow without impacting other flows. In addition, allo-
cating rules with high ratio of compression require more computation time and slow
down the network configuration update. Therefore, to design awildcard, computation
ratio and update time must be considered in order to achieve a trade-off solution.
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Routing policy optimisation: The ability of rule placement to view the network glob-
ally is tackled. Rule placement acquires the information of entire network, routing
policy and end-point policy to decide which rule should be placed on forwarding
switch. Nguyen et al. [7] and Giroire et al. [9] implemented efficient approach for
forwarding rules in the switch, resecting end-point policy and relaxing routing policy.
The idea of relaxing routing policy could achieve efficient use of network and obtain
maximum of end-point policy. However, the relaxing routing policy has a drawback
of longer paths. On the other hand, Zhao et al. [21] implemented hybrid rule place-
ment for fine-grained flowmanagement by installing wildcard rules and exact match
rules. The model of Zhao achieved fine-grained management for all flows comparing
to default path scheme model of Nguyen.

Compromised Routing: Routing has the ability to determine and choose shortest path
to optimise routing traffic [7, 9, 11, 14, 18, 25]. However, to find alternative energy
efficient path may require extra longer paths performance which may affect the QoS
of the network. Therefore, to design compromised routing rule placement, impact of
path on QoS must be considered.

RQ2: Algorithms used in EAR and rule placement

As the general problem of EAR is known to be NP hard [28], integer linear programs
such as greedy-based heuristic algorithm has been the most commonly method
applied to solve the problem of energy optimisation in SDN [8–10, 13, 15, 16,
18–21, 23–27]. However, greedy-based heuristics do not guarantee optimal solu-
tion for flow routing. Jimenes et al. [17] and Qi et al. [22] proposed better energy
consumption in SDN using genetic-based heuristic algorithm, and Chuangchuang
et al. [11] proposed neural network-based intelligent routing scheme for SDN using
neural network to replace flow table with well-trained neural network. Details of
each algorithm are described as follows:

Greedy-based heuristic algorithm: the primary objective of rule placement is to
maximise the number of flows in the network while minimising associated cost.
Greedy-based heuristic algorithm is started from the whole of network to compute
routing feasibility respecting to rule space constraints. Rules are assigned to each
flow freely until routing table is full. Rules are then shrink by forming a default port
from the most occurring flow. The links with less loaded are removed, installed rules
are reduced and space is available for the new rule. With a smaller number of active
links allow the network to save the energy.

Genetic-based heuristic algorithm: is used to solve the problemof routing as dynamic
shortest path routing [29, 30], broadcast routing [31] and cluster-based routing [32]. It
can find the near-optimal solution. In genetic-based heuristic algorithm, the network
is mapped to a chromosome which consists of one rule solution. The rule of certain
flow is placed into software or hardware switch based on binary value (0 or 1) of
certain bit of a chromosome. The genetic heuristic algorithm then evaluates the
chromosomes in the population based on arrival curves and the service curves of the
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flow. Maximum delay of traffic flow in the fast and slow channel is calculated, and
the fitness of chromosome is evaluated.

Neural network-based algorithm: self-learning algorithm to use and predict the route
through neural network (NN). In NN algorithm, when the flow of data goes to SDN,
the controller extracts the sources, destination, application type, record transmission
paths and construct sample set. The sample set is then normalised, and the controller
uses the training set to train the NN model. The NN training process is completed
until the prediction success rate reaches the present level. When the NN training
is completed, the controller creates the NN packet according to the well-trained
NN and distributes the NN packet to all the underlying switches. Once the NN
packet distributed by the controller is received, the underlying switch constructs
a NN according to the structure parameters contained in the NN packet, and the
constructed NN is used for route prediction.

RQ3: Rule placement approaches and QoS

For many years, QoS routing has been a major concern in several studies. The main
objective of such research is to propose routing algorithms that can provide the best
paths to satisfy customer service level agreement (SLA). To help reducing TCAM
storage space and meet the QoS, many rules placement approaches [5–9, 11–27]
have been done on flow table compression and aggregation such as wildcard and
rule space reduction. These approaches could decrease the TCAM storage space and
improve routing efficiency to meet the requirement of QoS. However, they cannot
solve the problem of flow table expansion and cannot satisfy the requirement of QoS.
On the other hand, Chuangchuang introduced neural network-based approach for
SDN routing scheme [11] and designing neural network packet to replace flow table.
His model could reduce storage space of TCAM, routing time overhead and improve
routing efficiency.However, hismodel is at early stageof investigatingneural network
packet instead of flow table and need more improvement and verification on its
implementation.

4 Further Research

The study has raised several research potentials that could be possible for further
research. The methods were used to optimise storage space of TCAM. These could
reduce TCAM, routing time overhead and improve routing efficiency. Secondly, the
installed rules in TCAM need to be updated in order to adapt with different scenarios
of network requirement such network topology, usermobility and changes in policies.
Rule space reduction enabling fast push of the rules to forwarding switch to improve
routing while optimising energy consumption is one of possible directions.

To guarantee the performance of network, QoS with different handling and
capacity allocation to specific flows in the traffic could be done. Therefore, to design
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any rule placement approaches and algorithms, there is a must to meet the measure-
ments concern of QoS to ensure the best performance of the network. Unfortu-
nately, most of the studies do not fully comply their approaches and algorithms with
QoS measurements. Consequently, the efficiency of routing is reduced. Therefore, a
combination of new controller and OpenFlow rules placement would be interesting
to optimise the network.

There is only one study which applied neural network algorithm as self-learning
algorithm to predict the route in SDN [11]. However, this study was only a prelimi-
nary and requires further study to verify the efficiency of neural network model. In
addition, applying advance neural network such as deep learning in routing might
improve the network performance.

5 Conclusion

SDNs enable energy saving via use of efficient routing in data centre networks,
applying flow base forwarding rules. In this study, we provided a review of rule place-
ment for EAR in SDNs. There is a need to focus on methods combining controllers
and OpenFlow with rule placement to optimise the network traffic with energy effi-
ciency and QoS. Secondly, rule space reduction enabling fast push of the rules to
forwarding switches to improve routing while optimising energy consumption is
one of the recurrent research directions. Finally, self-learning algorithms to be used
to predict the route with a neural network is determined as a promising research
direction.
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Strengthening Auto-Feature Engineering
of Deep Learning Architecture
in Protein–Protein Interaction Prediction

Bhawna Mewara and Soniya Lalwani

Abstract Protein–protein interactions (PPIs) are known to play a crucial role in
system biology by predicting the protein function of a given target. Machine learning
(ML) could provide valuable information on PPI and its various effects. However, the
complexity of the prediction task makes it more challenging and time-consuming.
Deep learning (DL) technology is rapidly becoming useful in various applications. It
can extract features automatically by analyzing the network itself. This paper presents
a deep neural network (DNN) framework that learns features only from the protein
primary sequences. It can predict polypeptides (PPIs) using automated features that
were learned automatically from the primary sequences. The proposed model is
assessed using two PPI datasets and compared the performances with the existing
competitive approaches. It can be witnessed from the outstanding performance of
the proposed approach that DL architectures are much capable to work smarter to
filter out potential information from the raw data without the inclusion of additional
feature engineering as in ML.

Keywords Protein–protein interactions · Deep learning · Auto-feature
engineering · Deep neural network
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MCD Multi-scale Continuous and Discontinuous
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PPI Protein–Protein Interaction
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SGD Stochastic Gradient Descent
SVM Support Vector Machine
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1 Introduction

Proteins play several vital roles in the living organism with their large and complex
structure. Maximum functions in the cell are done by proteins and act as multi-
tasker to perform the role of enzymes, antibodies, messenger, and so on. However,
to carry out this wide range of functions, they require a partner like DNA, RNA,
or even proteins. The process of becoming the partner is termed as interactions
and if the protein interacts with other protein by some signaling process, then is
said to have protein–protein interactions (PPIs). Protein control and mediate many
of the biological activities of the cell by these interactions. For example, muscle
contraction is possible due to PPI between active myosin filaments, cell signaling,
cellular transport (molecule coming out and going inside the cell using PPI) [1]. So,
PPIs play a vital role inmany cellular processes. But, the occurrence of any disruption
and development of unusual interactions can lead to disease states like Alzheimer’s
disease [2, 3] and in Huntington’s disease [4].

Therefore, prior information about PPIs can offer a clear idea to identify drug
targets, further biological processes, and new remedies for diseases [5]. Computa-
tional approaches [6] have now become an alternate solution of time-consuming and
expensive experimental methods [7] for the identification of PPIs. One dominating
computational method is ML that is enlightening better coverage in PPIs predic-
tion by fabricating a suitable feature set and selecting an appropriate ML algorithm
for classification [8, 9]. The process of scrutiny of relevant features from the input
data is called the feature extraction method and plays a vital role in prediction perfor-
mance. Numerous researches have been done regarding this and some popular works
includes AC, ACC [10], CT [11], LD [12], MCD [13], MLD [14], and many more.
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Every feature extraction algorithm entails a favorable classifier to properly catego-
rize the interaction or no interaction according to the feature sets obtained. Various
classification algorithms have been developed are RF [14, 15], SVM [10] and their
derivatives [12, 16], gradient boosting decision trees [17, 18], and ensemble classifier
[19].

In recent years, DL technology is booming in many research areas including
bioinformatics that has eased human efforts [20]. Specifically, in PPI prediction
tasks, various DL architectures have been used to ease the complex and tiresome
feature extraction methods. The architecture of DL solely takes the responsibility
of extracting the relevant features from the input data. Numerous researches have
been published in PPI prediction using DL approaches. Some of the published works
have included handcrafted features along with the DL methods [21, 22] while some
have proved better prediction performance using the capabilities of DL architecture
alone [23–25]. It can be observed that thorough knowledge of this emerging area is
essential to take full advantage of its characteristics.

In this paper, an autonomous framework is presented underlying the architecture
of DNN (an architecture of DL) for the prediction of PPIs. The main motivation
behind this research is to make a deep and clear concept of auto-feature engineering
abilities of DL architecture. The highlights of this prediction work using the DNN
framework are:

• DNN model is framed in a way to utilize its autonomous property as much as
possible in selecting the relevant features.

• Not inclusion of handcrafted features. The only requirement of architecture is the
raw data.

• To obtain a better understanding of considered DNN in every perspective like
layers, functions, optimizers, etc.

• The proposed approach is evaluated on two different datasets using six perfor-
mance measures.

The chapter is systematized as follows: Sect. 1 presents a brief idea behind this
proposed approach. Section2details the proposedworkwith apossible explanationof
every parameter taken into consideration. Section 3 illustrates the datasets; evaluation
measures are taken for PPI prediction and demonstrates the results accordingly.
Lastly, a conclusion is made with the future aspects intended to fully utilize the DL
technologies in near-term researches in Sect. 4.

2 Methodology

This section demonstrates the working of the proposed approach from scratch. The
predictionmodel, i.e., the DNNmodel, takes the input data in a suitable format which
is obliviously not expected to be in character form. The numeric form is the ideal
input data format for any DL architecture while the raw data in the PPI prediction
task considered here are in sequence and string form by nature; therefore, in order
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to represent protein sequence in a suitable numerical form, some operations are
followed that can appropriately transform the input sequence into a numeric form
with equivalent length. It is notable that this process is not considered a feature
extraction method, and this simply an alias representation that makes the input to
be eligible for the DNN model. After the successful transformation, the obtained
sequence is fed to the neural network for training and testing where optimization
of network parameters is done for relevant feature extraction and classification task.
The subsequent parts of this section present the aforementioned concept in detail.

1. Data Remodeling Process. The PPI interaction dataset and respective AA
sequence are required for this step. The details of the dataset taken in this paper
are described in the ‘Dataset’ section. The interaction dataset is composed of
protein pairs ID and their respective status of interaction. The status of interac-
tion is either 1 (interacting pair) or 0 (non-interacting pair). For every protein
in a protein pair, there is a signified AA sequence which is obtained from the
database. Once the data collection is completed, the process of remodeling the
data start. For this, an AA sequence is considered as a sentence, and instead of
taking each AA as a distinct unit, a group of contiguous three AAs is deliberated
as a word. Innately, the whole task can be considered as a Natural Language
Problem (NLP) [27]. Similarly, the entire sequence is converted into multiple
groups of three words or it is said triplet or three-gram without replacement as
shown in Fig. 1. And if any sequence length is not divisible by three, the first
AA is ignored. This scheme is adopted from the inspiration performance by
other works like in [28].

2. Tokenization process. Each unique triplet obtained from step 1 is assigned a
unique integer (token) number in order to make the sequence adaptable by the
neural network for further processing. The token ‘0’ is not considered in the
tokenization process because it is used for padding purposes to represent a fixed-
length sequence vector (in case of a shorter sequence length). In this research
work, the length of the sequence vector is taken as 1000 elements. The longer
sequences are truncated from the left side, and pre-padding is used in case of the
shorter sequences. The resultant fixed-length numerical representation obtained
from this process is now ready for feature extraction and prediction procedure
by the DNN model.

3. Development of DNN model. The motivation behind the selection of this DL
architecture for current research work is its emerging success in many similar
applications [29, 30] as well as its capability of selecting potential features from
the low-level input by digging out the rules of data through objective function.
A DNN, in simple words, is a network that is deep in nature, i.e., which has
four or more hidden layers along with the input layer and an output layer. The
neurons present in each hidden layer are responsible for the computation of
the weighted sum of current input and transfer the output to the next level via
an activation function. The proposed DNN model is shown in Fig. 2. For the
current research work, ReLU [31] and cross-entropy [32] are used, respectively,
as activation function and loss function which helps in accelerating the training
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Pre-Padding for fixed length tokenized sequence.

0 0 0 0 0 4762 368 244 1216 670 1423 2377 2817 2097 5760 804 1005 

Tokenization Process
4762 368 244 1216 670 1423 2377 2817 2097 5760 804 1005 

Apply 3-gram procedure on the considered sequence without replacement.
MAV GKN KRL SKG KKG QKK RVV DPF TRK EWF DIK APS

Process each sequence seperately.
MAVGKNKRLSKGKKGQKKRVVDPFTRKEWFDIKAPS...

Extract  the AA sequences for the protein pair.
MAVGKNKRLSKGKKGQKKRVVDPFTR

KEWFDIKAPS.......
MNKYINKYTTPPNLLSLRQRAEGKHRT

RKKLTH.......

Obtain the protein interaction information. 
Protein1

4932.YLR441C
Protein2

4932.YKL203C
Interaction Status

0

Fig. 1 Overview of data pre-processing from raw data to the fixed-length tokenized sequence
representation with example

process. The network parameters used for the proposed work are presented in
Table 1.

This can clearly be outlined from Fig. 2, that the proposed DNN model is
comprised of multiple segments: input layer, shared embedding layer, feature
extraction layer, synthesis layer, and classification layer.

• Input Layer: The input of the proposed model is the tokenized protein repre-
sentation obtained from the previous step. The two separate inputs (each
protein in a pair) are taken by the model, and for each protein in a pair, the
DNN receives two attributes (one is the data representation and another one
is the interaction status) as mentioned above. Therefore, underlying the same
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SEL: Shared Embedding layer, FL: Fusion Layer, SL: Synthesis Layer, FCL: Fully Connected Layer 

Fig. 2 Architecture of proposed DNNmodel. P1a–P1n and P2a–P2n are the fixed-length tokenized
input sequence

Table 1 Parameter values of
DNN model

S. No. Parameter Value

1 Batch size 64

2 LR 0.01

3 Momentum value 0.9

4 Dropout rate 20%

5 Epoch size 5

6 Weight decay 0.0001

7 Activation function ReLU

8 Weight regularization L2

9 Optimizer SGD

10 Loss function Binary cross-entropy

architecture, the proteins are discretely processed in two divisions and learn
the complex features from the input.

• Embedding Layer: This can be clarified from Fig. 2, that a shared embedding
layer is used in the proposed work intended to the contextual dependencies
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among the protein pairs. The responsibility of this particular layer is to care-
fully observe the tokens and outputs the representation based on the occur-
rences of the tokens in the same sequence. This process is depicted by a toy
example in Fig. 2. The output of this layer is another vector representation
of the considered input which is a more refined depiction of context in terms
of the token information and the positional information. Though this adds
another dimension in the output, a flatten layer is employed to effectively
pass the data into every single neuron of the next layers [33].

• Feature Extraction Layer: This layer is tasked to learn the rules of the input
context and scrutinize the pertinent configuration from the data. It can be
observed from Fig. 2 that this layer consists of two parallelized divisions
working on similar network parameters. Each division has four successive
dense layers having 512, 256, 128, and 64 units, respectively. The term ‘unit’
means the number of neurons present in the particular layerwhich are respon-
sible for all the complex computation considering the parameter settings and
result out the high-level representation as features. The activation function
considered here is ReLU whose task is to perform the nonlinear operation on
the output generated by the dense layers. Along with ReLU, dropout tech-
niques are applied to every layer, in which some neurons and their links are
ignored or assigned their values to 0. This is a usual procedure (if opted) [34]
to circumvent the over-fitting issue.

• Synthesis Layer:As the name indicates, this layermerged the abstract features
generated by both divisions.

• Classification Section: This section includes the fully connected layers with
theReLU function followedby the last layerwith the sigmoid function having
two units for the prediction results (interaction and no interaction). The loss
function considered here is binary cross-entropy which takes the interaction
probability values evaluated by the sigmoid function and correspondingly
determines the interaction status.

• Additionally, at the time of training, the schemes like early stopping [35] and
dropping the LR on inactivity are also considered in order to elude wasting
resources and to achieve better local minima.

3 Experiment Details

3.1 Datasets

Two different datasets are considered for the evaluation of the proposed approach:
Human and S. cerevisiae. The protein interaction information is downloaded from the
STRING [36] database of version 11.0. For the selection of potential interactions, the
positive samples and negative samples for this work are generated using the same
approach as in [25]. Their respective AA sequence is obtained from the UniProt
database [26].
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Table 2 Network
dimensions of each layers of
DNN model

S. No. Layer Output shape of
Protein 1

Output shape of
Protein 2

1 Input layer (None, 1000) (None, 1000)

2 Embedding layer
(shared)

(None, 1000,
512)

(None, 1000,
512)

3 Flatten layer (None, 51,200) (None, 51,200)

4 DeL1 (None, 256) (None, 256)

5 DeL2 (None, 128) (None, 128)

6 DeL3 (None, 64) (None, 64)

7 Synthesis layer (None, 128)

8 Merged_feature1
(FCL)

(None, 64)

9 Merged_feature2
(FCL)

(None, 32)

10 Merged_feature3
(FCL)

(None, 16)

11 DeL4 (None, 2)

DeL dense layer; FCL fully connected layer

3.2 Network Parameters

The overall architecture of the proposed DNN model is explained in the previous
sections. The network parameter settings and the output shape of each layer with
other essential details are briefly outlined in Tables 1 and 2. The same parameters
are used for all the datasets considered in the experiment.

3.3 Result and Discussions

To evaluate the feasibility and effectiveness of the proposed work, fivefold cross-
validation is applied on all the datasets considered in this work and legitimately
standard evaluation measures [37] are calculated, namely accuracy (Accu.), speci-
ficity (Spc), Precision (P), Recall (R), Matthews’s correlation coefficient (MCC),
and F1-score (F1). Then, the results are compared with other existing methods that
are introduced in previous researches and are compatible or similar to the proposed
model.

Performance of the proposed model on S. cerevisiae dataset. The result of PPI
prediction using the proposed approach on S. cerevisiae dataset is presented in Table
3 and Fig. 3. A-E denotes approaches by proposed model, [23–25, 38] respectively.

The resultant of PPI prediction is also compared with previous works in which
the author made use of CNN and LSTM layers [23], GRU [24], Siamese-based
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Table 3 Evaluation measures of proposed approach on S. cerevisiae dataset

Approach Accu. Spc P R F1 MCC

A 99.79 100 99.37 100 99.68 99.53

B 76.61 73.59 75.1 79.63 77.29 53.32

C 92.59 91.59 93.65 91.4 92.51 85.2

D 94.55 0 96.68 92.24 94.41 0

E 97.09 97 97 97.17 97.09 94.17
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Fig. 3 Performance analysis of proposed approach with existing approaches on S. cerevisiae
dataset. A–E denotes approaches by proposed model, [23–25, 38] respectively

convolutional NN [25], and convolutional layer with bidirectional GRU [38] as DL
approach to predict PPIs as shown in Fig. 4. These competitive works considered are
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Fig. 4 Performance analysis of proposed approach with existing approaches on human dataset.
A–E denotes approaches by proposed model, [24, 39–41] respectively
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Table 4 Evaluation measures of proposed approach on human dataset

Approach Accu. Spc P R F1 MCC

A 98.08 97.18 99.11 96.8 97.96 96.2

B 97.98 97.17 98.9 96.85 97.86 96

C 96.69 0 98.05 95.76 96.89 0

D 97.2 95.04 97.99 98.07 98.03 93.16

E 83.55 83.61 83.64 83.49 83.56 0

based on the auto-feature engineering approach, and from the table, it is observed
that the proposed approach scales up the effectiveness of the DNN model.

Performance of proposed model on Human dataset: The performance of PPI
prediction using the proposed approach on the Human dataset is shown in Table 4
and Fig. 4. A-E denotes approaches by proposed model, [24, 39–41] respectively. As
shown in Fig. 4, the resultant of PPI prediction is also compared with previous works
that used DL architectures such as GRU [24], 2D-Convolution with ResNet model
[39], LSTMclassifier usingmultimodal features [40], and stacked auto-encoder [41].
The proposed approach is performing well when compared with the competitive
approaches as in Fig. 4.

4 Conclusion and Future Aspects

This research chapter presents an autonomous DNNmodel for the prediction of PPIs
using sequence information only. Though DNNs, which are a type of DL architec-
tures, are known for their auto-feature engineering capability, still there are a lot
more to discover because numerous researchers are taking the help of handcrafted
features with NN for improving the performance. The objective of the proposed
approach is to make a deep and clear concept of auto-feature engineering abilities of
DL architecture. The efficacy of the proposed work is evaluated using two different
dataset and the obtained prediction performances proved better results than existing
approaches.

To prove the generalization of the proposed approach, testing can be done on
independent datasets. Moreover, some other similar application may also target via
proposed model like identification of interactions of proteins with other possible
molecules, prediction of interaction sites, and so on.



Strengthening Auto-Feature Engineering … 1215

References

1. Cui WJ, Gong XJ, Yu H, Zhang XC (2015) Mining topological structures of protein-protein
interaction networks for human brain-specific genes. Genet Mol Res 14(4):12437–12445

2. Smith MA, Perry G (1996) Alzheimer disease: protein-protein interaction and oxidative stress.
Bol Estud Med Biol 44(1–4):5–10

3. Thompson TB, Chaggar P, Kuhl E, Goriely A, Alzheimer’s Disease Neuroimaging Initiative
(2020) Protein-protein interactions in neurodegenerative diseases: a conspiracy theory. PLoS
Comput Biol 16(10):e1008267

4. Wanker EE, Ast A, Schindler F, Trepte P, Schnoegl S (2019) The pathobiology of
perturbedmutant huntingtin protein–protein interactions in Huntington’s disease. J Neurochem
151(4):507–519

5. Petta I, Lievens S, Libert C, Tavernier J, De Bosscher K (2016) Modulation of protein–protein
interactions for the development of novel therapeutics. Mol Ther 24(4):707–718

6. Skrabanek L, Saini HK, Bader GD, Enright AJ (2008) Computational prediction of protein–
protein interactions. Mol Biotechnol 38(1):1–17

7. Szilagyi A, Grimm V, Arakaki AK, Skolnick J (2005) Prediction of physical protein–protein
interactions. Phys Biol 2(2):S1

8. Sarkar D, Saha S (2019) Machine-learning techniques for the prediction of protein–protein
interactions. J Biosci 44(4):1–12

9. Zhang M, Su Q, Lu Y, Zhao M, Niu B (2017) Application of machine learning approaches for
protein–protein interactions prediction. Med Chem 13(6):506–514

10. GuoY,YuL,WenZ, LiM (2008) Using support vectormachine combinedwith auto covariance
to predict protein–protein interactions from protein sequences. Nucleic Acids Res 36(9):3025–
3030

11. Shen J, Zhang J, Luo X, ZhuW, Yu K, Chen K, Li Y, Jiang H (2007) Predicting protein–protein
interactions based only on sequences information. Proc Natl Acad Sci 104(11):4337–4341

12. Yang L, Xia JF, Gui J (2010) Prediction of protein-protein interactions from protein sequence
using local descriptors. Protein Pept Lett 17(9):1085–1090

13. You ZH, Zhu L, Zheng CH, Yu HJ, Deng SP, Ji Z (2014) Prediction of protein-protein inter-
actions from amino acid sequences using a novel multi-scale continuous and discontinuous
feature set. BMC Bioinform 15(15):1–9

14. You ZH, Chan KC, Hu P (2015) Predicting protein-protein interactions from primary protein
sequences using a novel multi-scale local feature representation scheme and the random forest.
PLoS ONE 10(5):e0125811

15. Ding Y, Tang J, Guo F (2016) Identification of protein–protein interactions via a novel matrix-
based sequence representation model with amino acid contact information. Int J Mol Sci
17(10):1623

16. Zhou YZ, Gao Y, Zheng YY (2011) Prediction of protein–protein interactions using local
description of amino acid sequence. In: Advances in computer science and education
applications. Springer, Berlin, Heidelberg, pp 254–262

17. Friedman JH (2001) Greedy function approximation: a gradient boosting machine. Ann
Stat:1189–1232

18. Zhou C, Yu H, Ding Y, Guo F, Gong XJ (2017) Multi-scale encoding of amino acid
sequences for predicting protein interactions using gradient boosting decision tree. PLoS ONE
12(8):e0181426

19. Wei L, Xing P, Zeng J, Chen J, Su R, Guo F (2017) Improved prediction of protein–protein
interactions using novel negative samples, features, and an ensemble classifier. Artif Intell Med
83:67–74

20. Min S, Lee B, Yoon S (2017) Deep learning in bioinformatics. Brief Bioinform 18(5):851–869
21. Yao Y, Du X, Diao Y, Zhu H (2019) An integration of deep learning with feature embedding

for protein–protein interaction prediction. PeerJ 7:e7126



1216 B. Mewara and S. Lalwani

22. Mahapatra S, Gupta VRR, Sahu SS, Panda G (2021) Deep neural network and extreme gradient
boosting based Hybrid classifier for improved prediction of Protein–Protein interaction.
IEEE/ACM Trans Comput Biol Bioinform

23. Li H, Gong XJ, Yu H, Zhou C (2018) Deep neural network based predictions of protein
interactions using primary sequences. Molecules 23(8):1923

24. Gonzalez-Lopez F, Morales-Cordovilla JA, Villegas-Morcillo A, Gomez AM, Sanchez V
(2018) End-to-end prediction of protein-protein interaction based on embedding and recurrent
neural networks. In: 2018 IEEE international conference on bioinformatics and biomedicine
(BIBM). IEEE, pp 2344–2350

25. Hashemifar S, Neyshabur B, Khan AA, Xu J (2018) Predicting protein–protein interactions
through sequence-based deep learning. Bioinformatics 34(17):i802–i810

26. UniProt: the universal protein knowledgebase. Nucl Acids Res 45(D1):D158–D169
27. Young T, Hazarika D, Poria S, Cambria E (2018) Recent trends in deep learning based natural

language processing. IEEE Comput Intell Mag 13(3):55–75
28. Asgari E, Mofrad MR (2015) Continuous distributed representation of biological sequences

for deep proteomics and genomics. PLoS ONE 10(11):e0141287
29. Samek W, Montavon G, Lapuschkin S, Anders CJ, Müller KR (2021) Explaining deep neural

networks and beyond: a review of methods and applications. Proc IEEE 109(3):247–278
30. Song M, Zhao J, Hu Y, Zhang J, Li T (2018) Prediction based execution on deep neural

networks. In: 2018 ACM/IEEE 45th annual international symposium on computer architecture
(ISCA). IEEE, pp 752–763

31. Eckle K, Schmidt-Hieber J (2019) A comparison of deep networks with ReLU activation
function and linear spline-type methods. Neural Netw 110:232–242

32. Ruby U, Yendapalli V (2020) Binary cross entropy with deep learning technique for image
classification. Int J Adv Trends Comput Sci Eng 9(10)

33. Ketkar N (2017) Introduction to Keras. In: Deep learning with python. Apress, Berkeley, CA,
pp 97–111

34. Srivastava N (2013) Improving neural networks with dropout. Univ Toronto 182(566):7
35. Prechelt L (1998) Early stopping-but when? In: Neural networks: tricks of the trade. Springer,

Berlin, Heidelberg, pp 55–69
36. SzklarczykD,GableAL,LyonD, JungeA,Wyder S,Huerta-Cepas J, SimonovicM,MeringCV

(2019) STRINGv11: protein–protein association networkswith increased coverage, supporting
functional discovery in genome-wide experimental datasets. Nucl Acids Res 47(D1):D607–
D613

37. Vihinen M (2012) How to evaluate performance of prediction methods? Measures and their
interpretation in variation effect analysis. BMC Genom 13(4):1–10

38. Chen M, Ju CJT, Zhou G, Chen X, Zhang T, Chang KW, Zaniolo C, Wang W (2019) Multi-
faceted protein–protein interaction prediction based on Siamese residual RCNN. Bioinfor-
matics 35(14):i305–i314

39. Lu S, Hong Q, Wang B, Wang H (2020) Efficient ResNet model to predict protein-protein
interactions with GPU computing. IEEE Access 8:127834–127844

40. Jha K, Saha S (2020) Amalgamation of 3D structure and sequence information for protein–
protein interaction prediction. Sci Rep 10(1):1–14

41. Jha K, Saha S, Tanveer M (2021). Prediction of protein–protein interactions using stacked
auto-encoder. Trans Emerg Telecommun Technol:e4256



Author Index

A
Abhishek P. Jiju, 1031
Abirami, A. M., 817
Ajay K. Sharma, 909
Alexander Krutikov, 675
Ali Dehghani, 1083
Amal Pavithran, 1031
Anirudh V. Ragam, 273
Anshu Devi, 1169
Anupama, V., 523
Anupam Kumar, 771
Anusha Gadgil, 139
Anusha, M., 119
Anushka Xavier, K., 223, 371
Arjun Thakur, 139
Arpith G. Naik, 1031
Arshi Naim, 245
Aruna, R., 119
Asha Ambhaikar, 411
Ashwanth, V., 201
Aswin Unnikrishnan, 1031

B
Baibaswata Bhattacharjee, 1
Baraq Ghaleb, 463
Bhavisha, G., 119
Bhawna Mewara, 1205
Bhusan Zope, 1015
Biswajit Kar, 95
Bruno Mendes, 421
Bryan Sandoval-Maiza, 1107
Bui Thi Bich Ngoc, 129

C
Chaitanya Kharche, 1043
Chandana, G., 119
Chandan K. Das, 745
Chetradevee, S. L., 223, 371
Chinmay Gosavi, 883
Chinnadurai, M., 53
Chinnam S. V. Maruthi Rao, 853
Craig Thomson, 463

D
Daniel Yanez-Bravo, 1107
Dário Passos, 421
David Rivas-Lalaleo, 1107
Deepak Mane, 1015, 1043
Deepa S. Kumar, 1053
Devadas Kuna, 829
Devashri Raich, 411
Devika Menon, M. K., 897
Dhanya, P. R., 759
Dipanshu Rautela, 169
Dmitry Strabykin, 675
Durgadevi, M., 393

E
Easwaramoorthy Rangaswamy, 489
Ebrahim Hirani, 319
Esther Rani, P., 27
Eugene Fedorov, 447
Ezzaldden Mahyoub, 179

G
GBS Akhil, 273

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2022
H. Sharma et al. (eds.), Communication and Intelligent Systems, Lecture Notes
in Networks and Systems 461, https://doi.org/10.1007/978-981-19-2130-8

1217

https://doi.org/10.1007/978-981-19-2130-8


1218 Author Index

Gitanjali Mehta, 557
Gokula Krishnan, V., 327
Grazyna Dzwigala, 463
Gurupandi, D., 327
Gyanendra Sheoran, 909

H
Hamed Khodadadi, 1083
Hamid Ghadiri, 1083
Hanseon Joo, 713
Hayoung Choi, 713
Hector Lasluisa-Naranjo, 1107
Hetal Panchal, 661
Hoang Trung Hieu, 235
Hyodong Ha, 713

I
Igor Fedorko, 1067
Indira, K., 817
Isam Wadhaj, 463
Ivana Strumberger, 947

J
Jagadeeswara Rao, E., 433
Jagadisha, N., 523
Jaisakthi, S. M., 759
Jayapandian, N., 223, 371
Jayavel Kanniappan, 587
Jithin Gangadharan, 587
Joseph Rodrigues, 897
Jules-Raymond Tapamo, 39
Jyotsna Singh, 383

K
Kalpana Naidu, 637
Kamil Skarzynski, 973
Karthiga Shankar, 817
Karthika, S., 393
Kazuo Shiokawa, 481
Ketan Kotecha, 139
Kishore Kumar Pedapenki, 1181
Kunju Lekshmi, A. S., 1053
Kutubuddin Ansari, 481, 725

L
Lakshmi Akshitha, Y., 119
Lalit Kumar Awasthi, 933
Lavika Goel, 883
Leena Ladge, 963

Le Xuan Huy, 129
Lohitha, B., 119
L’udovít Nastišin, 685
Luiz Guerreiro Lopes, 1093
Luka Jovanovic, 947

M
Madhuri Saha, 989
Majid Zaman, 619
Maksim Kovalchuk, 603
Mallesham, G., 295
Mamatha, H. R., 273
Mani Joseph, P., 947
Mani Kumar Jogi, 873
Manisha Chaudhary, 789
Manoj Kumar, 107
Marcelo Alvarez-Veintimilla, 1107
Marcin Stepniak, 973
Meharunnisa, M., 1137
Mihir Gohad, 139
Milica Ivanovic, 947
Minjong Cheon, 713
Miodrag Zivkovic, 947
Mohammad Rashid Hussain, 245
Mohammed Saleh Alsaqer, 245
Mohammed Tawfik, 179
Mrunal Mendgudle, 1157
Mrunal Shidore, 1157
Muheet Ahmed Butt, 619
Mukund Prasad Sah, 343
Mukunthan, B., 79
Murthy, B. S. N., 1119

N
Naga Raju, M., 1119
Nagadeepa, N., 79
Naishadh Mehta, 11
Naresh Nadipilli, 489
Nasser M. Al-Zidi, 179, 463
Naveen Kumar Perumalla, 829
Nebojsa Bacanin, 947
Neetu Singla, 383
Nidarshan Kumar, 273
Nihar Ranjan, 1015
Nilesh Kumar, 771
Nisha Angeline, C. V., 817
Nishad Nawaz, 489
Nitai Pal, 989
Noélia Correia, 421



Author Index 1219

O
Olga Nechyporenko, 447
Omer Ozgur Tanriover, 1191
Ook Lee, 713

P
Palanivelan, M., 533
Pappu Soundarya Lahari, 807
Parama Bhaumik, 61
Pauroosh Kaushal, 573
Pawan Dubey, 909
Pepe Ibañez-Jacome, 1107
Petr Gorbunov, 863
Pham Ngoc Hai, 235
Phan Duy Hung, 129, 235
Philane Tshabalala, 651
Pooja Dehraj, 283
Pooja Shah, 11
Prabhat Kumar, 919
Pranjal Bahore, 169
Pranshav Gajjar, 11
Preeti Kathiria, 545
Priya Gautam, 261
Priya, L., 533
Punyawi Jamjareegulgarn, 481, 725

R
Rachid Ben Said, 1191
Rahee Walambe, 139
Rahul Chaurasiya, 169
Rajashree Taparia, 261
Rajesh Kumar Jayavel, 587
Rajiv Ranjan, 919
Rajneesh Rani, 343
Ramabalan, S., 53
Ramakrishna Akella, 853
Ramesh Kait, 1169
Rangith B. Kuriakose, 651
Ranjeet Bidwe, 1015
Regidi Suneetha, 735
Richard Fedorko, 685, 1067
Ritvik Shrivastava, 283
Rodmonga Potapova, 863
Rodrigo Possidônio Noronha, 703
Rosa Granizo-López, 1107
Ruqaiya Khanam, 557

S
Saam Prasanth Dheeraj, 27
Sabeena Beevi, K., 1053
Sachin Gajjar, 661

Sakirin Tam, 1191
Salem Alelyani, 245
Samruddhi Anikhindi, 573
Sanjay Singh, 843
Sankar, K., 327
Saranya, J., 533
Saravanan, T., 79
Sariah López-Fierro, 211
Sathiya, V., 53
Sayan Das, 95
Sayani Mondal, 771
Sekhar R. Aravind, 509
Sérgio Ribeiro, 1093
Shailza Kanwar, 933
Shani du Plessis, 421
Sharad Garg, 283
Sheena Christabel Pravin, 533
Sheikh Amir Fayaz, 619
Shilpa Mehta, 157
Shreyansh Paliwal, 169
Shreyas Patil, 573
Shrisha, H. S., 523
Shubhavya, K., 817
Shweta Bankar, 1043
Shyamala Devi, M., 119
Siva Kumar, CH., 295
Smit Patel, 545
Sneha Sreedevi, 201
Soniya Lalwani, 1205
Sornam, M., 1137
Sreeni, K. G., 509
Sreenivasulu Reddy, D., 807
Sreerama Murthy, K., 327
Sridevi, P. V., 735
Srinivasa Rao, Y., 357, 873, 963
Srinivas, M. A. S., 1119
Srinivas, M. N., 1119
Stanislaw Ambroszkiewicz, 973
Štefan Kráˇl, 1067
Sudeep, P. V., 1031
Sudhkar, J., 433
Sunil Nimbhore, 179
Sunkaraboina Sreenu, 637
Surajit Bosu, 1
Suraksha Suryawanshi, 1043
Surekha Dholay, 319
Surendaranath, K., 533
Suresha, D., 523
Sushama Nagpal, 383
Svitlana Smerichevska, 447
Swarna Kamal Paul, 61
Swati V. Shinde, 1043



1220 Author Index

T
Talal A. Aldhaheri, 463
Tanu Singh, 107
Tarun Biswas, 771
Tarun Kumar, 343
Tetyana Utkina, 447
Tilak Raju, D., 357

U
Usha Patel, 545

V
Varaprasad Janamala, 807
Varun Magotra, 319
Vasily Meltsov, 675
Vasyl Tereshchenko, 603
Vedant Mehta, 319
Veena Puri, 789
Veni, T., 309
Venkata Rao, K., 327
Víctor Bautista-Naranjo, 1107
Vijay Kumari, 883
Vijay Ukani, 11
Vikram Singh, 843

Vineeta Kumari, 909
Vinod Kumar Yadav, 557
Virender Ranga, 1169
Vishal, A., 533
Vishal Balaji Sivaraman, 533
Viswanathasarma, Ch., 327
Vivek Shrivastava, 933
Vsevolod Potapov, 863

W
Waldemar Bartyna, 973
Worachai Srisamoodkham, 481, 725

Y
Yadav Maharaj, 39
Yaroslav Tereshchenko, 603
Yashpal Singh, 411
Yashvardhan Sharma, 883
Yuichi Otsuka, 481
Yuliia Remyha, 447

Z
Zeyad A. T. Ahmed, 179


	Preface
	Contents
	Editors and Contributors
	 A Design of Frequency Encoded Dibit-Based Inhibitor Logic Using Reflective Semiconductor Optical Amplifier with Simulative Verification
	1 Introduction
	2 Operational Principle of RSOA and ADM
	3 Proposed Scheme of Operation of Inhibitor Logic
	4 Simulation of Proposed Inhibitor Logic
	5 Results and Discussion
	6 Conclusion
	References

	 Ocean Surface Pollution Detection: Applicability Analysis of V-Net with Data Augmentation for Oil Spill and Other Related Ocean Surface Feature Monitoring
	1 Introduction
	2 Related Work
	3 Fundamental Methodology
	3.1 Data Selection
	3.2 Data Preprocessing
	3.3 Semantic Segmentation Model Selection
	3.4 Data Augmentation
	3.5 Experimental Details
	3.6 Performance Evaluation

	4 Results and Discussion
	5 Conclusion and Future Work
	References

	 Simulation and Investigations of I-shaped Patch Antenna with Induced SIW and Slit for S and C Bands Radar Applications
	1 Introduction
	2 Design Parameters
	2.1 Units

	3 Methodology
	4 Simulation Results
	4.1 Frequency Analysis

	5 Conclusion
	References

	 Road Network Extraction from Satellite Images Using Deep Learning
	1 Introduction
	2 Background and Related Works
	3 Materials and Methods
	3.1 Neural Network Implementation
	3.2 Experimental Procedure

	4 Experimental Results and Analysis
	4.1 Dataset
	4.2 Results and Discussion

	5 Conclusion
	References

	 An Evolutionary Online Motion Planning of Car-Like Mobile Robots with Velocity Obstacles
	1 Introduction
	2 Literature Survey
	2.1 Gap Identification

	3 Proposed Methodologies
	3.1 Proposed Algorithm

	4 Problem Description
	5 Experimental Verification
	6 Discussion About Results
	7 Conclusions
	7.1 Limitations and Future Works

	References

	 Towards Formalization of Constructivist Seed AI
	1 Introduction
	2 Related Work
	3 Abstract Modelling of Seed AI
	4 Formalization of Seed AI
	4.1 Seed AI Algorithm
	4.2 Constructivism
	4.3 Learning
	4.4 Adaptability Across Environments
	4.5 Recursive Improvement
	4.6 Agent as Environment

	5 Seed AI Implementation with Universal Search
	5.1 Programming Model
	5.2 Metasearcher

	6 Case Study
	7 Conclusion
	References

	 The Effective Learning Approach to ICT-TPACK and Prediction of the Academic Performance of Students Based on Machine Learning Techniques
	1 Introduction
	2 Related Works
	3 Methodology
	3.1 ICT-TPACK Pedagogical Methods
	3.2 LSTM in TPACK
	3.3 Prediction Method
	3.4 Artificial Neural Network
	3.5 Multilayer Perception
	3.6 Multilayer LSTM Neural Networks

	4 Proposed Methods
	4.1 Tools of Data Collection
	4.2 Evaluation Metrics

	5 Results and Analysis
	6 Conclusion and Future Work
	References

	 Verification of Iris with Consideration of Constraints
	1 Introduction
	2 The Iris
	2.1 Key Advantages in Using Iris Recognition are as Follows

	3 Literature Survey
	4 Iris Verification System
	4.1 Iris Acquisition
	4.2 Iris Segmentation
	4.3 Normalization
	4.4 Feature Extraction and Encoding
	4.5 Matching

	5 Specific Constraints in Iris Segmentation
	5.1 Image Acquisition
	5.2 Factors to Be Considered in Pre-processing of Non-ideal Iris

	6 Results and Discussion
	7 Conclusion
	References

	 Theoretical Validation of Data Warehouse Requirements Metrics Based on Agent Goal Decision Information Model Using Zuse’s Framework
	1 Introduction
	2 Related Work
	3 Metrics Used for Validation
	4  Theoretical Validation of Metrics Using Zuse’s framework
	4.1 Formal Validation of NGD Metric
	4.2 Formal Validation of NDI Metric

	5 Results and Discussions
	6 Conclusion
	References

	 Corpus-Based Hashing Count Frequency Vectorization of Sentiment Analysis of Movie Reviews
	1 Introduction
	2 Literature Review
	3 Our Contributions
	4 Implementation Setup
	5 Results and Discussion
	6 Conclusion
	References

	 Anime Scene Generator from Real-World Scenario Using Generative Adversarial Networks
	1 Introduction
	2 Related Works
	3 Methodology
	3.1 Structure Loss
	3.2 Surface Loss
	3.3 Texture Loss
	3.4 Total-Variant Loss, Superpixel Loss, and Full Model

	4 Experiments and Results
	4.1 Implementation
	4.2 Dataset
	4.3 Time Performance and Model Size
	4.4 Evaluation Metrics
	4.5 Result Demo
	4.6 Qualitative Comparison
	4.7 Quantitative Comparison

	5 Conclusion and Future Works
	References

	 Employing AI for Development of a Smart Entry Log System at Entry Gates
	1 Introduction
	1.1 Related Work

	2 Methods
	2.1 Datasets
	2.2 Algorithm Used

	3 System Design
	3.1 For License Plate Detection
	3.2 Tesseract
	3.3 Saving Background Color of Excel Cell Same as License Plate Color Shade
	3.4 Helmet/No Helmet
	3.5 Vehicle Classification
	3.6 Front and Rear-View Detection

	4 Results and Analysis
	4.1 Result
	4.2 Accuracy Chart

	5 Conclusion and Future Work
	References

	 Automated Spammer Detection for Limited Length Social Media
	1 Introduction
	2 Literature Survey
	3 Proposed System: A Hybrid Approach
	3.1 Methodology and Dataset
	3.2 Metadata-Based Features
	3.3 Content-Based Features
	3.4 Interaction-Based Features
	3.5 Community-Based Features

	4 Results
	5 Conclusion
	References

	 Ensemble Model Discovery for Prognostication of Diabetes
	1 Introduction
	2 Literature Review
	3 Dataset and Features
	4 Proposed Methodology
	4.1 Data Pre-processing
	4.2 Classification Algorithms

	5 Results and Discussions
	6 Conclusion
	References

	 Classification of Epileptic Seizure Using Machine Learning and Deep Learning Based on Electroencephalography (EEG)
	1 Introduction
	2 Related Work
	3 Materials and Methodology
	3.1 Dataset
	3.2 Preprocessing
	3.3 Machine Learning Models
	3.4 Deep Learning Model

	4 Result and Discussion
	5 Conclusion
	References

	 An Analytical Approach for Extracting Entities and Their Emotional Tones in Narrative Scenarios
	1 Introduction
	2 Related Works
	3 Problems Identified in Existing Methods
	4 Methodology
	4.1 Data Collection
	4.2 System Architecture
	4.3 Components

	5 Result Analysis and Discussion
	5.1 Named Entity Recognition
	5.2 Relation Extraction
	5.3 Sentiment Analysis
	5.4 Text Summarization

	6 Conclusion and Future Work
	References

	 A Simple Divide-and-Conquer Algorithm for Solving an Instance of Planar Convex Hull Problems
	1 Introduction
	2 Background
	3 State of the Art
	4 Proposed Algorithm
	4.1 Lower Bound Analysis
	4.2 Divide-and-Conquer Algorithm

	5 Limitations and Recommendations
	6 Conclusions
	References

	 COVID-19 Pandemic: Review on Emerging Technology Involvement with Cloud Computing
	1 Introduction
	2 Literature Review
	3 Cloud Computing in COVID
	4 Service Provides in Cloud Computing
	5 Recent Technology Involvement in COVID
	5.1 Artificial Intelligence
	5.2 Drones
	5.3 Robots
	5.4 Internet of Things (IoT)
	5.5 Blockchain

	6 Research Challenges
	7 Conclusion
	References

	 An Empirical Examination on Forecasting VN30 Short-Term Uptrend Stocks Using LSTM along with the Ichimoku Cloud Trading Strategy
	1 Introduction
	2 Data Sample, Baselines, and Technology
	3 Methodology
	3.1 Creating Training and Testing Sets
	3.2 Features and Target Variable Selection
	3.3 Model Specification
	3.4 Trading Strategy

	4 Results and Discussion
	5 Conclusion and Future Works
	References

	 Applications of IoT in Industrial Transformation and Green Manufacturing
	1 Introduction
	2 Literature Review
	3 Research Methodology
	4 Discussion
	5 Result
	6 Conclusion
	References

	 Yaw Motion Control of a Ship Based on Improved Quasi-Sliding Mode
	1 Introduction
	2 The Ship Model
	3 Control Law
	3.1 Methodology
	3.2 The QSM Law

	4 Simulation Results
	5 Conclusion
	References

	 Natural Language Inference  on Imbalanced Datasets
	1 Introduction
	2 Literature Survey
	3 Proposed Methodology
	3.1 Dataset
	3.2 Preprocessing
	3.3 LSTM Model
	3.4 LSTM Model with Self-Attention

	4 Results and Discussions
	4.1 Error Analysis

	5 Conclusions and Future Work
	References

	 Robotics Process Automation Implementation in Project Management
	1 Introduction
	1.1 Robotics Process Automation and Its Benefits

	2 Requirement of Robotics Process Automation in Project Management
	3 Robotic Process Automation in Project Management Lifecycle
	3.1 Project Initiation
	3.2 Project Planning
	3.3 Project Execution
	3.4 Project Monitoring and Controlling
	3.5 Project Closure

	4 Other RPA Use Cases in Project Management
	4.1 Stakeholder Communication
	4.2 Process Risk Management
	4.3 Data Driven Progress Management
	4.4 Process Updates and Documentation
	4.5 Process Improvement Initiations

	5 Process to Estimate Cost Benefits
	6 Challenges and Solution in Adopting Robotics Process Automation
	7 Discussions and Conclusion
	References

	 A New Hybrid Boost Converter with Cuckoo Search MPPT for High Gain Enhancement of PEMFC
	1 Introduction
	2 Modelling of Proton Exchange Membrane Fuel Cell
	3 Hybrid Boosting Converter
	3.1 Inductive Switching Core

	4 Simulation Models
	4.1 Two Level Hybrid Boost Converter: Theoretical Model
	4.2 Equivalent Model of Two Level HBC
	4.3 Cuckoo Search Algorithm to Obtain MPPT
	4.4 Simulation of PEMFC HBC Without and with MPPT

	5 Conclusion
	References

	 Survey on Smart Personalized Healthcare System in Fog-Assisted  Cloud Environments
	1 Introduction
	2 IoT-Cloud-Fog Smart Healthcare Prospective Model
	3 Review of Smart Personalized Healthcare Approaches
	3.1 Fog Computing Offloading Mechanism
	3.2 Machine Learning-Based Health Data Analysis Method
	3.3 Analysis

	4 Conclusion
	References

	 News Bias Detection Using Transformers
	1 Introduction
	2 Related Work
	3 Dataset Description
	4 Methodology
	4.1 An Application that Collects News from Different Sources and Assigns Bias Ratings
	4.2 New Technologies
	4.3 An API that Takes in News Articles or Any Textual Data and Returns Bias Ratings for That

	5 Research Gaps and Limitation
	6 Results
	7 Conclusion
	References

	 A Novel Feature Reduction Methodology Using Siamese and Deep Forest Classification for Intrusion Detection
	1 Introduction
	2 Related Works
	3 Proposed System
	3.1 Dataset Description
	3.2 Siamese Network for Dimensionality Reduction
	3.3 Deep Forest

	4 Result and Discussion
	4.1 Performance Metrics
	4.2 Evaluation

	5 Conclusion and Future Work
	References

	 A Review on Deepfake Media Detection
	1 Introduction
	2 Datasets
	2.1 Celeb-DF
	2.2 FaceForensics++
	2.3 DeepFake-TIMIT

	3 Deepfake Detection
	3.1 Facial Artifacts
	3.2 Neural Networks
	3.3 Head Positions

	4 Performance Measures
	5 Future Scope
	6 Conclusion
	References

	 Investigation of Error-Tolerant Approximate Multipliers for Image Processing Applications
	1 Introduction
	2 Literature Survey
	3 Results Analysis
	4 Image Processing Applications
	5 Conclusion
	References

	 Artificial Intelligence Technological Revolution in Education and Space for Next Generation
	1 Introduction
	2 Nature of Artificial Intelligence
	3 Technological Aspects of AI in Education
	3.1 AI in Administration Automation Tools
	3.2 AI in Student Education Learning System
	3.3 AI in Intelligent Support System

	4 Technological Aspects of AI in Space
	4.1 AI in Space Healthcare
	4.2 AI in Space Mission Planning and Operation
	4.3 AI in Space Predictive Approaches
	4.4 AI in Space Communications

	5 Conclusion
	References

	 Frame Duplication Detection Using CNN-Based Features with PCA and Agglomerative Clustering
	1 Introduction
	2 Related Work
	2.1 Discontinuity in Correlation-Based Approach
	2.2 Similarity in Statistical Feature-Based Approach
	2.3 Deep Learning-Based Approach
	2.4 Proposed Methodology
	2.5 CNN-Based Feature Extractor
	2.6 Dimensionality Reduction
	2.7 Agglomerative Clustering

	3 Experiments and Analysis
	3.1 Dataset and System Requirements
	3.2 Comparison of Pretrained CNN Models
	3.3 Frame Duplication Detection Results

	4 Conclusion and Future Work
	References

	 Detection of MA Based on Iris Blood Vessel Segmentation and Classification Using Convolutional Neural Networks (ConvNets)
	1 Introduction
	2 Relative Work
	3 Model Description and Methodologies
	3.1 Workflow Model
	3.2 Steps to Detect the Stage-I Microaneurysm in DR
	3.3 Data Preprocessing and Methodology

	4 Experimental Analysis and Result
	4.1 Indicators of Performance
	4.2 Results and Discussion

	5 Conclusion
	References

	 Implementation of Laboratory Information Management to Medical Analyzer Data Integration
	1 Introduction
	2 Proposed System
	3 Physical Connections
	4 Software Integration
	5 Software Modules
	6 Implementation
	7 Conclusion
	References

	 Framework for the Integration of Transmission Optimization Components into LoRaWAN Stack
	1 Introduction
	2 Related Work
	3 ChirpStack: The Open-Source LoRaWAN Network Server Stack
	3.1 Main Components
	3.2 Available Integration Facility

	4 Optimization Agnostic Framework
	4.1 Motivation and Overall Architecture
	4.2 The Handler
	4.3 The Subscriber
	4.4 The Optimizer

	5 Deployment Tests
	5.1 The IoT System
	5.2 Framework in Operation

	6 Conclusions and Future Work
	References

	 Design of Low-Power Parallel Prefix Adder Templates Using Asynchronous Techniques
	1 Introduction
	2 Preliminary QDI Templates
	2.1 Half Buffer

	3 SAHB Design of 32-Bit Kogge Stone Adder
	3.1 Sense Amplifier Half Buffer
	3.2 Kogge Stone Adder

	4 Results and Discussion
	5 Conclusion
	References

	 Intellectualization of Lean Production Logistic Technology Based on Fuzzy Expert System and Multi-agent Metaheuristics
	1 Introduction
	2 Materials and Methods
	2.1 Minimizing the Costs Associated with Unnecessary (Unjustified) Movements, Which Used the Multi-agent Metaheuristic for Solving the Traveling Salesman Problem
	2.2 Minimization of Costs Associated with Unnecessary Movements and Irrational Transportations, Based on the Multi-agent Metaheuristic Method for Solving the Shortest Path Problem
	2.3 Minimization of Losses Associated with Waiting Based on a Multi-agent Metaheuristic Method for Solving the Assignment Problem
	2.4 Multi-agent Metaheuristic Method for Solving the Inventory Control Problem
	2.5 Adaptive Fuzzy Expert System for Evaluating the Efficiency of Equipment Load

	3 Results and Discussion
	4 Conclusions
	References

	 A Testing Methodology for the Internet of Things Affordable IP Cameras
	1 Introduction
	2 Related Work
	3 IoT Attacks, Challenges and Countermeasures
	3.1 Main IoT Attacks and Challenges
	3.2 Attack Countermeasures

	4 Methodology
	4.1 IP Cameras Investigated
	4.2 Lab Considerations
	4.3 Testing Approach

	5 Results and Evaluation
	5.1 Phase 1—Default Settings and Policies
	5.2 Phase 2—Software
	5.3 Phase 3—Network Information and Packet Capture
	5.4 Phase 4—Web Application

	6 Results Discussions
	6.1 Phase 1 and Phase 2
	6.2 Phase 3 and Phase 4
	6.3 Security Recommendations

	7 Conclusion and Future Work
	References

	 Detecting Equatorial Plasma Bubbles on All-Sky Imager Images Using Convolutional Neural Network
	1 Introduction
	2 Optical Mesosphere Thermosphere Imagers (OMTI)
	3 YOLO Tool
	4 Results
	5 Conclusion
	References

	 A Comparative Study of Traditional Bank A and Digital Bank B from an Organizational Innovation Perspective
	1 Introduction
	1.1 Situational Analysis

	2 Review of Literature
	2.1 Challenges to Traditional Banking
	2.2 Evolution of FinTech and Latest Trends
	2.3 Organizational Innovation
	2.4 Strategic Ways to Upgrade with Product Innovations
	2.5 Gap Analysis
	2.6 Conceptual Framework Development

	3 Methodology
	3.1 Research Questions
	3.2 Aim and Objectives
	3.3 Hypotheses
	3.4 Research Design
	3.5 Sample Selection and Size

	4 Findings
	4.1 Research Validity and Reliability
	4.2 Demographic Profile of the Respondents
	4.3 Accessibility and Customer Satisfaction During COVID-19
	4.4 Attitudes and Perceptions Towards Digital Banking
	4.5 Innovative User Interface/Banking Products
	4.6 Benefits of Digital Banking Services Compared to Traditional Banking

	5 Discussion
	6 Conclusion and Future Research
	References

	 A Novel Approach to Improve the Performance of a Classifier  Using Visual and Haptic Data
	1 Introduction
	2 Related Works
	3 Dataset and the Classifiers Used
	4 Proposed Method
	5 Results and Discussions
	5.1 Deep Learning-Based Multimodal Classifier Using the Proposed Approach
	5.2 Performance Improvement of Classifiers Using the Proposed Approach

	6 Conclusions and Future Work
	References

	 KGAN: A Generative Adversarial Network Augmented Convolution Neural Network Model for Recognizing Kannada Language Digits
	1 Introduction
	2 Literature Survey
	2.1 Convolution Neural Network
	2.2 Generative Adversarial Network

	3 Experimental Setup
	3.1 Design of Convolution Neural Network
	3.2 Design of Generative Adversarial Network

	4 Results and Discussion
	5 Conclusions
	References

	 Sparse Autoencoder-Based Speech Emotion Recognition
	1 Introduction
	1.1 Contributions

	2 Speech Emotion Dataset
	3 Proposed SAE-MLP Model
	3.1 Train/Test Data Allocation
	3.2 Feature Engineering Using Sparse Autoencoder
	3.3 Model Summary of a Sparse Autoencoder
	3.4 Multi-layer Perceptron

	4 Model Evaluation
	4.1 Sparse Autoencoder Evaluation
	4.2 Multi-layer Perceptron (MLP) Classifier with and Without Sparse Autoencoder Results

	5 Conclusions and Future Scope
	References

	 Hyperspectral Image Classification Using Transfer Learning
	1 Introduction
	1.1 Advantages and Disadvantages of HSI
	1.2 HSI Classification Models
	1.3 Scope of the Paper
	1.4 Contribution

	2 Related Work
	3 Methodology
	3.1 Dataset
	3.2 Pre-processing
	3.3 Classifiers

	4 Experimental Work
	4.1 Training

	5 Result and Discussion
	6 Conclusion and Future Work
	References

	 Design, Implementation and Performance Analysis of Shift Register Using Reversible Sayem Gate
	1 Introduction
	2 Proposed Architecture of Shift Register
	2.1 Conventional MSDFF
	2.2 DFF Using Sayem Gate

	3 Reversible Shift Register Design
	4 Simulation Results
	5 Experimental Results and Discussion
	6 Conclusions
	References

	 Automated Oxygen Blender for Regulation of Oxygen Saturation in Hypoxia Patient
	1 Introduction
	2 Methodology
	2.1 Oxygen Saturation Model
	2.2 Closed-loop Feedback System

	3 Simulation
	3.1 Validation of Oxygen Saturation Model
	3.2 Closed-loop System

	4 Results and Discussion
	5 Conclusion
	References

	 An Interleaving Approach to Control Mobile Device and Elements via Screen Buffer and Audio Streaming
	1 Introduction
	2 Related Work
	3 Proposed Framework
	3.1 Streaming Remote Devices Screen
	3.2 Streaming User Speech Live to Remote Device
	3.3 Faster UI Element Properties Detection with JRPC
	3.4 Remote Screen Sharing with Peer-To-Peer Mode
	3.5 Global Script Creation for Android Automation
	3.6 Dynamic Multiple Device Screen Rendering

	4 Results and Impact
	5 Conclusion
	References

	 Optimization of Algorithms for Simple Polygonizations
	1 Introduction
	2 Improvement of Existing Algorithms for Solving the MAP Problem
	2.1 Modification of the MAPDAC Algorithm
	2.2 Postprocessing of MAP Solution

	3 Complexity and Correctness
	3.1 Complexity
	3.2 Correctness of MAPDAC2
	3.3 Correctness of Postprocessing

	4 Experiments
	5 Conclusion
	References

	 A Super Ensembled and Traditional Models for the Prediction of Rainfall: An Experimental Evaluation of DT Versus DDT Versus RF
	1 Introduction
	1.1 Decision Trees (DT)
	1.2 Random Forest (RF)
	1.3 Distributed Decision Tree (DDT)

	2 State of Knowledge
	3 Data Collection and Analysis
	4 Methodology
	4.1 Methodology: Workflow Process

	5 Implementation and Experimental Evaluation
	6 Voting Strategy
	7 Performance Evaluation
	8 Conclusion
	References

	 Novel User Association Scheme Deployed for the Downlink NOMA Systems
	1 Introduction
	2 The System Model
	3 Proposed Methods for User Pairing and Power Allotment
	3.1 Proposed User Pairing Algorithm
	3.2 Power Allotment Method

	4 Simulation Results
	5 Conclusion
	References

	 Analyzing the Performance of a Digital Shadow for a Mixed-Model Stochastic System
	1 Introduction
	2 Background
	2.1 Assembly Lines
	2.2 Assembly Line Balancing

	3 Aim and Methodology
	4 Results and Analysis
	5 Conclusion
	References

	 Fuzzy Logic-Based Cluster Head Selection an Underwater Wireless Sensor Network: A Survey
	1 Introduction
	2 Fuzzy Logic for Cluster Head Selection in Underwater Wireless Sensor Networks
	3 Conclusion
	References

	 Improving the Efficiency of Forecasting Sports Events Using a Cascade of Neural Networks
	1 Introduction
	2 Cascading Modules of a Neural Network System
	3 Conclusion
	References

	 Meta-Analysis of Research into the Issue of Brand Building on Social Media as a Subset of e-Business During the COVID-19 Pandemic
	1 Introduction
	2 Materials and Methods
	3 Results and Discussion
	3.1 The Most Frequently Researched Areas
	3.2 Research Subjects and Research Methods
	3.3 Social Media
	3.4 Discussion and Implications

	4 Conclusion
	References

	 Nonlinear Direct Adaptive Inverse Control Methodology Based on Volterra Model
	1 Introduction
	2 Volterra Model
	2.1 Estimation of the Weight Vector of Volterra Model Via NLMS Algorithm

	3 DAIC
	4 Computational Results
	5 Conclusion
	References

	 Alerting the Impact of Adversarial Attacks and How to Detect it Effectively via Machine Learning Approach: With Financial and ESG Data
	1 Introduction
	1.1 Background
	1.2 Objective

	2 Related Works
	3 Prior Work
	4 Materials and Methodology
	4.1 Data Description
	4.2 Exploratory Data Analysis
	4.3 Light Gradient Boosting Machine
	4.4 Local Outlier Factors

	5 Results
	5.1 Experiment #1
	5.2 Experiment #2

	6 Discussion
	6.1 Principal Finding
	6.2 Limitation

	7 Conclusion
	References

	 Positioning Comparison Using GIM, Klobuchar, and IRI-2016 Models During the Geomagnetic Storm in 2021
	1 Introduction
	2 Data Used
	3 Ionospheric Delay
	4 Ionospheric Range Delay
	5 Results and Discussion
	6 Conclusion
	References

	 Wearable Patch Antennas on Fr4, Rogers and Jeans Fabric Substrates for Biomedical Applications
	1 Introduction
	2 Design of the Antennas
	3 Discussion of Results
	4 Conclusion and Future Scope
	References

	 Puzzling Solid–Liquid Phase Transition of Water (mW) from Free Energy Analysis: A Molecular Dynamics Study
	1 Introduction
	2 Methodology
	2.1 Estimation of an Estimated Transition Temperature
	2.2 Solid and Liquid Free Energy Curve with Respect to Their Corresponding Reference States
	2.3 Computation of Solid–Liquid Free Energy Gap at an Estimated Transition Point
	2.4 Determination of Transition Point Where ∆G is Zero

	3 Simulation Details and Software Work
	3.1 Molecular Dynamics Simulation
	3.2 Atomic Potential Used
	3.3 Simulation Details and Potential Model

	4 Results and Discussions
	4.1 Density
	4.2 Free Energy

	5 Conclusion
	References

	 Social Media Flood Image Classification Using Transfer Learning with EfficientNet Variants
	1 Introduction
	2 Proposed Method
	2.1 Dataset
	2.2 Methodology

	3 Experimental Results and Evaluation
	4 Conclusion
	References

	 A Survey-Based Study to Understand Various Aspects of Kanban
	1 Introduction
	2 Kanban as Project Development Software in Industries
	2.1 Challenges of Kanban

	3 Survey Methodology
	3.1 Selection of Participants for the Survey
	3.2 Effect on Quality of Teamwork After the Implementation of Kanban
	3.3 Time Aspects After the Implementation of Kanban

	4 Results and Discussion
	4.1 Methodology Used
	4.2 Statistical Approach to Evaluate Kanban
	4.3 Preferred Project for Kanban With Respect to Year of Experience
	4.4 Most Favorable Tool for Kanban
	4.5 Rate the Important Factors (Attracted, Benefited, Challenges) for Kanban

	5 Conclusion
	References

	 Integrated Bioinformatics Analysis to Identify the Potential Molecular Biomarkers for Neuropathic Pain Among Patient of Lumbar Disc Prolapse and COVID-19
	1 Introduction
	2 Methods
	2.1 Microarray Analysis
	2.2 Identification of DEGs
	2.3 Functional Enrichment Analysis
	2.4 Validation of Core Genes

	3 Results and Discussion
	3.1 DEG Analysis
	3.2 Functional Enrichment Analysis
	3.3 Validation of Core Genes
	3.4 Molecular Biomarkers of Neuropathic Pain in LDP and COVID-19

	4 Conclusion and Future Prospects
	References

	 Political Optimizer Algorithm for Optimal Location and Sizing of Photovoltaic Distribution Generation in Electrical Distribution Network
	1 Introduction
	2 Problem Formulation
	3 Political Optimizer
	4 Results and Discussion
	5 Conclusion
	References

	 Cyberbullying Detection in Social Media Using Supervised ML and NLP Techniques
	1 Introduction
	1.1 Objective

	2 Related Work
	3 Proposed Model
	3.1 Methodology

	4 Implementation
	4.1 Proposed Modules

	5 Experimental Results
	5.1 Outcome of Proposed Work

	6 Conclusion and Future Works
	References

	 Investigating the Positioning Capability of GPS and Galileo Constellations Over Indian Sub-continent
	1 Introduction
	2 Methodology
	2.1 Receiver ECEF Position Estimation Principle

	3 Results and Discussion
	4 Conclusion
	References

	 Mapping User-Submitted Short Text Questions to Subjects of Study: A Multinomial Classification Approach
	1 Introduction
	2 Materials and Methods
	2.1 TF-IDF
	2.2 Grid Hyperparameter Search
	2.3 Models

	3 Proposed Approach
	4 Results and Conclusions
	References

	 Physical Layer Security Aspects of D2D Communications in Future Networks
	1 Introduction
	1.1 D2D Classification
	1.2 D2D in 4G/5G
	1.3 Challenges in D2D Communication
	1.4 Motivation and Contribution

	2 Security Aspects
	2.1 Physical Layer Security in D2D
	2.2 Solutions for Physical Layer Security in D2D

	3 Conclusion and Future Direction
	References

	 The Modern Problem of Accessibility and Complexity of Big Data
	1 Introduction
	2 Investigation and Method
	2.1 Development of a Distributed Integrated Mobile System for Remote Work with an Integrated Linguistic Database Based on the Use of Cloud Computing and Cloud Data Storage
	2.2 Fundamental Interdisciplinary Study of the Impact Of the Aggressive Environment of the Internet in the Conditions of Multimodal Multicode Communication in Social Networks on the Transformation of Psychophysiological and Cognitive Characteristics of the Personality of Internet Users (in Relation to the Young Users)
	2.3 Automated Replenishment and Annotation of Linguistic Databases

	3 Results
	4 Conclusion
	References

	 Gray Scale Image Enhancement with CPSO Algorithm for Medical Applications
	1 Introduction
	2 Gray Level Image Enhancement
	3 Formulation of Objective Function
	4 Particle Swarm Optimization Algorithm
	4.1 Constriction Factor-Based PSO Algorithm (CPSO)
	4.2 Steps Implemented

	5 Results and Analysis
	6 Conclusion
	Appendix
	References

	 Domain-Specific Chatbot Development Using the Deep Learning-Based RASA Framework
	1 Introduction
	2 Related Work
	3 Proposed Model
	3.1 Model Development Overview
	3.2 RASA Architecture Overview
	3.3 Model Training

	4 Experiments and Results
	5 Conclusion
	References

	 Pulse Shaper Design for UWB-Based Medical Imaging Applications
	1 Introduction
	2 UWB Pulse Shaping Techniques
	3 UWB Pulse Shaping Filter
	4 Results and Discussions
	5 Conclusion
	References

	 Quantitative Analysis of Transfer Learning in Plant Disease Classification
	1 Introduction
	2 Materials and Methods
	2.1 Database
	2.2 Methods

	3 Results and Discussion
	3.1 Experimental Setup and Hyper-parameters
	3.2 Evaluation on Tomato Plant
	3.3 Evaluation on Grapes Plant
	3.4 Evaluation on Corn Plant
	3.5 Evaluation on Potato Plant

	4 Conclusion
	References

	 Absolute Moment Block Truncation Coding and Singular Value Decomposition-Based Image Compression Scheme Using Wavelet
	1 Introduction
	2 Related Work
	3 Proposed Approach
	4 Proposed Algorithm
	5 Results and Discussions
	6 Conclusion and Future Scope
	References

	 Cross-Project Defect Prediction by Using Optimized Light Gradient Boosting Machine Algorithm
	1 Introduction
	2 Literature Review and Background
	2.1 Software Defect Prediction
	2.2 Light Gradient Boosting Machine Algorithm
	2.3 Bayesian Hyperparameter Optimization

	3 Methodology
	3.1 Software Defect Prediction Framework
	3.2 LightGBM Algorithm with Bayesian Hyperparameter Optimization
	3.3 Evaluation Metrics

	4 Experimental Results and Discussion
	5 Conclusion and Future Scope
	References

	 XGBoost Hyperparameters Tuning by Fitness-Dependent Optimizer for Network Intrusion Detection
	1 Introduction
	2 Preliminaries and Related Work
	2.1 Preliminaries
	2.2 Related Work

	3 Fitness-Dependent Optimizer
	3.1 FDO Single-Objective Optimization

	4 Proposed FDO-XGBoost Model
	5 Experiments and Discussion
	5.1 Dataset, Preprocessing and Metrics
	5.2 Metrics
	5.3 Results and Comparative Analysis

	6 Conclusion
	References

	 Temperature Estimation in Multi-Core Processors Using Statistical Approach for Task Scheduling
	1 Introduction
	2 Literature Survey
	3 Methodology
	3.1 Generation of Data Set
	3.2 Training the Model
	3.3 Testing the Model

	4 Results and Discussion
	5 Conclusion
	References

	 A Generic Ontology and Recovery Protocols for Human–Robot Collaboration Systems
	1 Introduction
	2 The Idea and Related Work
	2.1 Related Work

	3 Software Infrastructure (Middleware) for HRC Systems
	3.1 Protocol for Failure Handling and Recovery
	3.2 Services

	4 Ontology for HRC Systems
	5 Sample Scenario
	6 Conclusions
	References

	 Analysis, Modeling, and Forecasting of Day-Ahead Market Prices in Indian Power Exchange
	1 Introduction
	2 Data and Methodologies
	2.1 Data
	2.2 Methodology

	3 Results and Discussions
	3.1 Performance Indices
	3.2 Discussions

	4 Conclusions
	References

	 Traffic Density Classification for Multiclass Vehicles Using Customized Convolutional Neural Network for Smart City
	1 Introduction
	2 Related Work
	3 Proposed Architecture
	3.1 CCNN Learning Algorithm

	4 Experimental Results
	4.1 The Learning Steps for CCNN Technique Are
	4.2 Dataset

	5 Conclusion
	References

	 U-shaped Transformer for Enhancing Low-Dose CT Images
	1 Introduction
	2 Materials and Methods
	2.1 Uformer
	2.2 TED-net

	3 Experiments
	3.1 Experimental Setup
	3.2 Qualitative Evaluation
	3.3 Quantitative Evaluation
	3.4 Discussion

	4 Conclusion
	References

	 Vehicle-Type Classification Using Capsule Neural Network
	1 Introduction
	2 Capsule Neural Network Architecture
	2.1 Learning Algorithm for Capsule Neural Network

	3 Experimental Results
	4 Conclusion
	References

	 Trend Prediction of Power Transformers from DGA Data Using Artificial Intelligence Techniques
	1 Introduction
	2 Application of Dissolved Gas Analysis
	3 Duval Triangle Method
	4 Model Description
	4.1 ARIMA
	4.2 Neural Network
	4.3 Recurrent Neural Network (RNN)

	5 Methodology
	6 Results and Discussions
	6.1 Prediction Results

	7 Conclusion
	References

	 Artificial Intelligence and Machine Learning in the Context of E-commerce: A Literature Review
	1 E-commerce, Artificial Intelligence, and Machine Learning
	1.1 Meaning of E-commerce
	1.2 Meaning of Artificial Intelligence and Machine Learning
	1.3 Machine Learning as a Subcategory of Artificial Intelligence

	2 Role of Artificial Intelligence and Machine Learning in E-commerce
	2.1 Artificial Intelligence Use in E-commerce
	2.2 Machine Learning Use in E-commerce
	2.3 Perspective of Artificial Intelligence in E-commerce

	3 Conclusion
	References

	 Improved Sliding Mode Control for Glucose Regulation of Type 1 Diabetics Patients Considering Delayed Nonlinear Model
	1 Introduction
	2 Glucose–Insulin Model
	3 Controller Architecture
	3.1 HOSM Controller Design

	4 Simulation Results
	5 Conclusion
	References

	 Overview and Computational Analysis of PSO Variants for Solving Systems of Nonlinear Equations
	1 Introduction
	2 PSO-based Algorithms for Nonlinear Equation Systems
	2.1 Standard PSO
	2.2 HPSO
	2.3 PPSO
	2.4 nbest PSO
	2.5 imPSO
	2.6 APSO–BFA

	3 Experimental Setting
	3.1 Parameters Used for Each PSO Variant
	3.2 Test Problems

	4 Experimental Results and Discussion
	5 Conclusion
	References

	 Multimedia Immersion System for Band Jumping Training
	1 Introduction
	2 Methodology
	2.1 Band Jump
	2.2 Band Jump Training
	2.3 Virtual Trainings

	3 Virtual Environment
	3.1 System Structure
	3.2 Virtualization

	4 Experimentation
	5 Results
	6 Conclusions
	7 Future Jobs
	References

	 Modeling Simulation of SIR PC Infection Spreading Model with Fuzzy Parameters
	1 Introduction
	2 Formulation of Fuzzy PC Infection Model
	3 Analysis of Fuzzy PC Infection Model
	3.1 The Infection Rate's Fuzzy Membership Function
	3.2 Additional Death Rate Owing to Infection Using a Fuzzy Membership Function
	3.3 Fuzzy Member Function of Recovery Rate
	3.4 Fuzzy Member Function of Infection Load

	4 Bifurcation Parameter and Fuzzy Basic Reproduction Number
	5 Equilibrium and Its Stability Analysis
	5.1 The Fuzzy Infection-Free Stable Point
	5.2 The Fuzzy Endemic Stable Point

	6 Controlling Infection in a Complex PC System
	7 Numerical Simulation
	8 Conclusions
	References

	 CatBoost Encoded Tree-Based Model for the Identification of Microbes at Genes Level in 16S rRNA Sequence
	1 Introduction
	2 Research Methodology
	2.1 Proposed Method
	2.2 Data Collection
	2.3 Data Pre-processing Using Multiple Sequence Alignments
	2.4 Elimination of Unwanted Data by Calculating Conservation Score
	2.5 Calculation of Conservation Score

	3 RNA Encoding Schemes for Machine Learning
	4 Conventional Tree-Based Models
	5 Experimental Results
	5.1 Statistical Analysis Using 5times2 Cross-Fold Approach

	6 Conclusion
	References

	 Roadkill Avoidance System Using YOLOv5
	1 Introduction
	2 Literature Survey
	3 Proposed Work
	3.1 Dataset
	3.2 Methodology

	4 Results and Discussion
	5 Conclusion
	6 Future work
	References

	 Automated Cluster Head Selection in Fog-VANET Via Machine Learning
	1 Introduction
	2 Related Work
	3 Proposed Work
	4 Result Analysis
	5 Conclusion
	References

	 Neural Network-Based BLDC Motor Drive for Electric Vehicle Application
	1 Introduction
	2 Power Factor Corrected Zeta Converter
	3 Neural Network Controller (NNC)
	4 Methodology and Result Analysis
	5 Conclusion
	References

	 Rule Placement-Based Energy-Aware Routing in SDN: Review
	1 Introduction
	2 Materials and Methods
	2.1 Research Question
	2.2 Search Terms
	2.3 Search Strategy
	2.4 Study Selection Criteria and Procedure
	2.5 Search Quality Assessment
	2.6 Data Extraction

	3 Results and Discussion
	4 Further Research
	5 Conclusion
	References

	 Strengthening Auto-Feature Engineering of Deep Learning Architecture in Protein–Protein Interaction Prediction
	1 Introduction
	2 Methodology
	3 Experiment Details
	3.1 Datasets
	3.2 Network Parameters
	3.3 Result and Discussions

	4 Conclusion and Future Aspects
	References

	Author Index



